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Introduction: Spin-orbit coupling (SOC) 
in transition metal compounds

Spin-orbit coupling: ĤSOC = ∑
i

ζ ̂ ⃗l i
̂⃗si → λ ̂ ⃗L ̂ ⃗S
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ℏ2SOC parameter is large for heavy elements;
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SOC for a single electron:

ĤSOC = ζ ̂ ⃗l ̂ ⃗s = ζ ( ̂j 2 − ̂l 2 − ̂s2)/2
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j = 5/2
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Introduction:  
Various energy scales
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SOC is large in heavy metals: Au, Ir, …, 
but they have a larger principle number, n
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Introduction:  
Various energy scales

j = 3/2

j = 5/2

d
t2g

eg

?
SOC + CFS

Δt2g−eg

• Typically all 4d and 5d metals are in the  
    low spin state (we first fill t2g states)

Δt2g−eg

t2g

• Since  we can restrict ourselves to consideration of SOC for the t2g states onlyΔt2g−eg
≫ λ

Typical parameters for transition metals

3d 1-2 eV

4d 3-4 eV

5d 4-4.5 eV

20-100 meV

0.1-0.3 eV

0.3-0.5 eV

Hund’s JH

0.7-1 eV

0.5-0.8 eV

0.3-0.5 eV

λΔt2g−eg Hubbard U

3-10 eV

2-5 eV

1-2 eV

see e.g. 
Abragam and Bleaney 
“EPR of transition ions”, 
 

dΔSOC ∼ λ



ĤSOC = λ ̂ ⃗l ̂ ⃗s = λ( ̂lx ̂sx + ̂ly ̂sy + ̂lz ̂sz)

Introduction:  
Spin-orbit coupling (SOC) for t2g - states
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̂l− = ̂lx − i ̂ly ̂l+ = ̂lx + i ̂ly

̂l±Yl,ml
= (l ± ml + 1)(l ∓ ml)Yl,ml±1

Let’s calculate this operator! We know how it works with  and transformation rules:Yl,ml

̂lzYl,ml
= mlYl,ml

Spin operators are even simpler (just use  and )…s+ s−

Finally one obtains
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ĤSOC = λ ̂ ⃗l ̂ ⃗s

Introduction:  
Spin-orbit coupling (SOC) for t2g - states

Thus, if                  
large enough

Heavy transition metals 
can be described by leff = 1

jeff = 3/2

jeff = 1/2t2g
3λ /2

j = 1/2

j = 3/2
3λ /2

p

t2g → p

l → − leff

λ → λ
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Introduction:  
Spin-orbit coupling and crystal-field splitting

t2g

eg

ΔCFS ≫ λ

Crystal field  
splitting (CFS)

d

ΔCFS ≪ λ

j = 5/2

j = 3/2

Spin-orbit 
coupling (SOC)

jeff = 1/2

jeff = 3/2

CFS + SOC

4d-5d transition metal compounds

leff = − 1 jeff = {1/2,3/2}



 Electronic properties:  
Spin-orbit assisted  

Mott transition



Mott-Hubbard transition in a nutshell

Metal
t

Hkin = − t ∑
⟨ij⟩σ

c†
iσcjσ ∑

kσ

ε(k)c†
kσckσ

Fourier

ε

k

ε

DOS

W
=

2z
t

H = − t ∑
⟨ij⟩σ

c†
iσcjσ + U∑

i

ni↑ni↓Hubbard model:

U

U ≫ W

 - on-site Coulomb repulsionU

ε

Insulator

U ≪ W

Fermi

0 21

T
W

U/W

Insulator

Uc

Paramagnetic
liquid

Ordered phase

Metal-Insulator 
(Mott-Hubbard) 

transition!
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Spin-orbit assisted Mott insulator

!ð!Þ was obtained by using Kramers-Kronig (KK) trans-
formation. The validity of KK analysis was checked by
independent ellipsometry measurements between 0.6 and
6.4 eV. XAS spectra were obtained at 80 K under vacuum
of 5# 10$10 Torr at the Beamline 2A of the Pohang Light
Source with !h" ¼ 0:1 eV.

Here we propose a schematic model for emergence of a
novel Mott ground state by a large SO coupling energy #SO
as shown in Fig. 1. Under the Oh symmetry the 5d states
are split into t2g and eg orbital states by the crystal field
energy 10Dq. In general, 4d and 5d TMOs have suffi-
ciently large 10Dq to yield a t52g low-spin state for

Sr2IrO4, and thus the system would become a metal with
partially filled wide t2g band [Fig. 1(a)]. An unrealistically
large U & W could lead to a typical spin S ¼ 1=2 Mott
insulator [Fig. 1(b)]. However, a reasonable U cannot lead
to an insulating state as seen from the fact that Sr2RhO4

is a normal metal. As the SO coupling is taken into
account, the t2g states effectively correspond to the orbital

angular momentum L ¼ 1 states with  ml¼'1 ¼ (ðjzxi'
ijyziÞ=

ffiffiffi
2

p
and  ml¼0 ¼ jxyi. In the strong SO coupling

limit, the t2g band splits into effective total angular mo-
mentum Jeff ¼ 1=2 doublet and Jeff ¼ 3=2 quartet bands
[Fig. 1(c)] [17]. Note that the Jeff ¼ 1=2 is energetically
higher than the Jeff ¼ 3=2, seemingly against the Hund’s
rule, since the Jeff ¼ 1=2 is branched off from the J5=2
(5d5=2) manifold due to the large crystal field as depicted in
Fig. 1(e). As a result, with the filled Jeff ¼ 3=2 band and

one remaining electron in the Jeff ¼ 1=2 band, the system
is effectively reduced to a half-filled Jeff ¼ 1=2 single band
system [Fig. 1(c)]. The Jeff ¼ 1=2 spin-orbit integrated
states form a narrow band so that even small U opens a
Mott gap, making it a Jeff ¼ 1=2Mott insulator [Fig. 1(d)].
The narrow band width is due to reduced hopping elements
of the Jeff ¼ 1=2 states with isotropic orbital and mixed
spin characters. The formation of the Jeff bands due to the
large #SO explains why Sr2IrO4 (#SO ) 0:4 eV) is insulat-
ing while Sr2RhO4 (#SO ) 0:15 eV) is metallic.
The Jeff band formation is well justified in the LDA and

LDAþU calculations on Sr2IrO4 with and without in-
cluding the SO coupling presented in Fig. 2. The LDA
result [Fig. 2(a)] yields a metal with a wide t2g band as in
Fig. 1(a), and the Fermi surface (FS) is nearly identical to
that of Sr2RhO4 [12,13]. The FS, composed of one-
dimensional yz and zx bands, is represented by holelike
$ and %X sheets and an electronlike %M sheet centered at
", X, and M points, respectively [12]. As the SO coupling
is included [Fig. 2(b)], the FS becomes rounded but retains
the overall topology. Despite small variations in the FS
topology, the band structure changes remarkably: Two
narrow bands crossing EF are split off from the rest due

FIG. 1. Schematic energy diagrams for the 5d5 (t52g) configu-
ration (a) without SO and U, (b) with an unrealistically large U
but no SO, (c) with SO but no U, and (d) with SO and U.
Possible optical transitions A and B are indicated by arrows.
(e) 5d level splittings by the crystal field and SO coupling.
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FIG. 2 (color online). Theoretical Fermi surfaces and band
dispersions in (a) LDA, (b) LDAþ SO, (c) LDAþ SOþU
(2 eV), and (d) LDAþU. In (c), the left panel shows topology
of valence band maxima (EB ¼ 0:2 eV) instead of the FS.
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is effectively reduced to a half-filled Jeff ¼ 1=2 single band
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large #SO explains why Sr2IrO4 (#SO ) 0:4 eV) is insulat-
ing while Sr2RhO4 (#SO ) 0:15 eV) is metallic.
The Jeff band formation is well justified in the LDA and

LDAþU calculations on Sr2IrO4 with and without in-
cluding the SO coupling presented in Fig. 2. The LDA
result [Fig. 2(a)] yields a metal with a wide t2g band as in
Fig. 1(a), and the Fermi surface (FS) is nearly identical to
that of Sr2RhO4 [12,13]. The FS, composed of one-
dimensional yz and zx bands, is represented by holelike
$ and %X sheets and an electronlike %M sheet centered at
", X, and M points, respectively [12]. As the SO coupling
is included [Fig. 2(b)], the FS becomes rounded but retains
the overall topology. Despite small variations in the FS
topology, the band structure changes remarkably: Two
narrow bands crossing EF are split off from the rest due

FIG. 1. Schematic energy diagrams for the 5d5 (t52g) configu-
ration (a) without SO and U, (b) with an unrealistically large U
but no SO, (c) with SO but no U, and (d) with SO and U.
Possible optical transitions A and B are indicated by arrows.
(e) 5d level splittings by the crystal field and SO coupling.

E
-E

F  (eV
)

M X

E
-E

F  (eV
)

M X

Γ
M

X

E
-µ  (eV

)

M X

(a) LDA

M

M

Γ

Γ

X

X

Γ

M

X

E
-E

F  (eV
)

M X

Γ

Γ

Γ

Γ Γ

Γ

Γ

Γ

α
βM

βX

α βX

(b) LDA+SO

(c) LDA+SO+U

(d) LDA+U

FIG. 2 (color online). Theoretical Fermi surfaces and band
dispersions in (a) LDA, (b) LDAþ SO, (c) LDAþ SOþU
(2 eV), and (d) LDAþU. In (c), the left panel shows topology
of valence band maxima (EB ¼ 0:2 eV) instead of the FS.

PRL 101, 076402 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending

15 AUGUST 2008

076402-2

!ð!Þ was obtained by using Kramers-Kronig (KK) trans-
formation. The validity of KK analysis was checked by
independent ellipsometry measurements between 0.6 and
6.4 eV. XAS spectra were obtained at 80 K under vacuum
of 5# 10$10 Torr at the Beamline 2A of the Pohang Light
Source with !h" ¼ 0:1 eV.

Here we propose a schematic model for emergence of a
novel Mott ground state by a large SO coupling energy #SO
as shown in Fig. 1. Under the Oh symmetry the 5d states
are split into t2g and eg orbital states by the crystal field
energy 10Dq. In general, 4d and 5d TMOs have suffi-
ciently large 10Dq to yield a t52g low-spin state for

Sr2IrO4, and thus the system would become a metal with
partially filled wide t2g band [Fig. 1(a)]. An unrealistically
large U & W could lead to a typical spin S ¼ 1=2 Mott
insulator [Fig. 1(b)]. However, a reasonable U cannot lead
to an insulating state as seen from the fact that Sr2RhO4

is a normal metal. As the SO coupling is taken into
account, the t2g states effectively correspond to the orbital

angular momentum L ¼ 1 states with  ml¼'1 ¼ (ðjzxi'
ijyziÞ=

ffiffiffi
2

p
and  ml¼0 ¼ jxyi. In the strong SO coupling

limit, the t2g band splits into effective total angular mo-
mentum Jeff ¼ 1=2 doublet and Jeff ¼ 3=2 quartet bands
[Fig. 1(c)] [17]. Note that the Jeff ¼ 1=2 is energetically
higher than the Jeff ¼ 3=2, seemingly against the Hund’s
rule, since the Jeff ¼ 1=2 is branched off from the J5=2
(5d5=2) manifold due to the large crystal field as depicted in
Fig. 1(e). As a result, with the filled Jeff ¼ 3=2 band and

one remaining electron in the Jeff ¼ 1=2 band, the system
is effectively reduced to a half-filled Jeff ¼ 1=2 single band
system [Fig. 1(c)]. The Jeff ¼ 1=2 spin-orbit integrated
states form a narrow band so that even small U opens a
Mott gap, making it a Jeff ¼ 1=2Mott insulator [Fig. 1(d)].
The narrow band width is due to reduced hopping elements
of the Jeff ¼ 1=2 states with isotropic orbital and mixed
spin characters. The formation of the Jeff bands due to the
large #SO explains why Sr2IrO4 (#SO ) 0:4 eV) is insulat-
ing while Sr2RhO4 (#SO ) 0:15 eV) is metallic.
The Jeff band formation is well justified in the LDA and

LDAþU calculations on Sr2IrO4 with and without in-
cluding the SO coupling presented in Fig. 2. The LDA
result [Fig. 2(a)] yields a metal with a wide t2g band as in
Fig. 1(a), and the Fermi surface (FS) is nearly identical to
that of Sr2RhO4 [12,13]. The FS, composed of one-
dimensional yz and zx bands, is represented by holelike
$ and %X sheets and an electronlike %M sheet centered at
", X, and M points, respectively [12]. As the SO coupling
is included [Fig. 2(b)], the FS becomes rounded but retains
the overall topology. Despite small variations in the FS
topology, the band structure changes remarkably: Two
narrow bands crossing EF are split off from the rest due

FIG. 1. Schematic energy diagrams for the 5d5 (t52g) configu-
ration (a) without SO and U, (b) with an unrealistically large U
but no SO, (c) with SO but no U, and (d) with SO and U.
Possible optical transitions A and B are indicated by arrows.
(e) 5d level splittings by the crystal field and SO coupling.

E
-E

F  (eV
)

M X

E
-E

F  (eV
)

M X

Γ
M

X

E
-µ  (eV

)

M X

(a) LDA

M

M

Γ

Γ

X

X

Γ

M

X

E
-E

F  (eV
)

M X

Γ

Γ

Γ

Γ Γ

Γ

Γ

Γ

α
βM

βX

α βX

(b) LDA+SO

(c) LDA+SO+U

(d) LDA+U

FIG. 2 (color online). Theoretical Fermi surfaces and band
dispersions in (a) LDA, (b) LDAþ SO, (c) LDAþ SOþU
(2 eV), and (d) LDAþU. In (c), the left panel shows topology
of valence band maxima (EB ¼ 0:2 eV) instead of the FS.
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Sr2IrO4

!ð!Þ was obtained by using Kramers-Kronig (KK) trans-
formation. The validity of KK analysis was checked by
independent ellipsometry measurements between 0.6 and
6.4 eV. XAS spectra were obtained at 80 K under vacuum
of 5# 10$10 Torr at the Beamline 2A of the Pohang Light
Source with !h" ¼ 0:1 eV.

Here we propose a schematic model for emergence of a
novel Mott ground state by a large SO coupling energy #SO
as shown in Fig. 1. Under the Oh symmetry the 5d states
are split into t2g and eg orbital states by the crystal field
energy 10Dq. In general, 4d and 5d TMOs have suffi-
ciently large 10Dq to yield a t52g low-spin state for

Sr2IrO4, and thus the system would become a metal with
partially filled wide t2g band [Fig. 1(a)]. An unrealistically
large U & W could lead to a typical spin S ¼ 1=2 Mott
insulator [Fig. 1(b)]. However, a reasonable U cannot lead
to an insulating state as seen from the fact that Sr2RhO4

is a normal metal. As the SO coupling is taken into
account, the t2g states effectively correspond to the orbital

angular momentum L ¼ 1 states with  ml¼'1 ¼ (ðjzxi'
ijyziÞ=

ffiffiffi
2

p
and  ml¼0 ¼ jxyi. In the strong SO coupling

limit, the t2g band splits into effective total angular mo-
mentum Jeff ¼ 1=2 doublet and Jeff ¼ 3=2 quartet bands
[Fig. 1(c)] [17]. Note that the Jeff ¼ 1=2 is energetically
higher than the Jeff ¼ 3=2, seemingly against the Hund’s
rule, since the Jeff ¼ 1=2 is branched off from the J5=2
(5d5=2) manifold due to the large crystal field as depicted in
Fig. 1(e). As a result, with the filled Jeff ¼ 3=2 band and

one remaining electron in the Jeff ¼ 1=2 band, the system
is effectively reduced to a half-filled Jeff ¼ 1=2 single band
system [Fig. 1(c)]. The Jeff ¼ 1=2 spin-orbit integrated
states form a narrow band so that even small U opens a
Mott gap, making it a Jeff ¼ 1=2Mott insulator [Fig. 1(d)].
The narrow band width is due to reduced hopping elements
of the Jeff ¼ 1=2 states with isotropic orbital and mixed
spin characters. The formation of the Jeff bands due to the
large #SO explains why Sr2IrO4 (#SO ) 0:4 eV) is insulat-
ing while Sr2RhO4 (#SO ) 0:15 eV) is metallic.
The Jeff band formation is well justified in the LDA and

LDAþU calculations on Sr2IrO4 with and without in-
cluding the SO coupling presented in Fig. 2. The LDA
result [Fig. 2(a)] yields a metal with a wide t2g band as in
Fig. 1(a), and the Fermi surface (FS) is nearly identical to
that of Sr2RhO4 [12,13]. The FS, composed of one-
dimensional yz and zx bands, is represented by holelike
$ and %X sheets and an electronlike %M sheet centered at
", X, and M points, respectively [12]. As the SO coupling
is included [Fig. 2(b)], the FS becomes rounded but retains
the overall topology. Despite small variations in the FS
topology, the band structure changes remarkably: Two
narrow bands crossing EF are split off from the rest due

FIG. 1. Schematic energy diagrams for the 5d5 (t52g) configu-
ration (a) without SO and U, (b) with an unrealistically large U
but no SO, (c) with SO but no U, and (d) with SO and U.
Possible optical transitions A and B are indicated by arrows.
(e) 5d level splittings by the crystal field and SO coupling.
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FIG. 2 (color online). Theoretical Fermi surfaces and band
dispersions in (a) LDA, (b) LDAþ SO, (c) LDAþ SOþU
(2 eV), and (d) LDAþU. In (c), the left panel shows topology
of valence band maxima (EB ¼ 0:2 eV) instead of the FS.
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Spin-orbit assisted Mott state: 
What exactly SOC does

Egap ≈ U

ε 1-band model N-band model

Egap ≈ U − W N

PRB 54, R11026 (1996)

Uc1 ∼ N

t2g ΔSOC

and thus stimulates 
metal-insulator transition

1. SOC lifts orbital degeneracy / induces additional splitting

Compare with the crystal-field splitting ( ):Δ

1/4-filled two-band Hubbard model on square lattice
Poteryaev et al., PRB 78, 045115 (2008)

in this way in the insulating phase continuously connects to
the chemical potential in the metallic phase.

In Fig. 6 !bottom panel", we display these two quantities
as a function of U, choosing for ! the special value at which
"# behaves as 1 /$ at low frequency. From this plot, we see
that the minority band becomes insulating because !% is
jumping out of the energy band in a manner that appears as
discontinuous !up to our numerical precision". Hence, in
contrast to the orbital polarization transition of the large &
case described above, the MIT at small & appears to occur in
a discontinuous manner, as far as the minority band is con-
cerned, while being continuous !Brinkman-Rice like" for the
majority band. Note also that the minority orbital self-energy
has a linear behavior at low frequency throughout the insu-
lating phase.

Note that in this finite-temperature calculation, the orbital
polarization never reaches 'n=1 as U is further increased.
From the strong-coupling calculation, we expect that it will
saturate at 'n#0.987 when U→(. At zero temperature,
however, there is a second-order transition at a finite critical
value of U where the polarization reaches 'n=1.

IV. EFFECT OF AN INTERORBITAL HYBRIDIZATION
V(k)

A. Low-energy effective-band transition

In this section, we consider the effect of a finite hybrid-
ization !interorbital hopping V!k"!0". At low values of &,
the metal-insulator transition is pushed to higher values of U
when turning on a small V. While at larger values of &, the
MIT line is less sensitive to V !as illustrated on Fig. 7". This
is expected since at low & the interorbital hopping increases
the kinetic energy in both bands while at higher & the hy-
bridization with a band, which is already empty, has a
smaller effect on the critical coupling. As we will discuss in
more detail below, in the presence of the hybridization, the
fully polarized phases !FPM and FPI" disappear. However,
there is still a transition from a two-band to a one-band metal
at low energy. This transition line is pushed up at low values
of the crystal-field splitting because of the increase in kinetic
energy. In noninteracting limit, the finite value of V acts as a

k-dependent enhancement of the crystal field &, and there-
fore, at small values of the interaction, the two-band to one-
band transition line is below the corresponding V=0 line.

One should note that the majority !minority" band does
not have a unique two !one" orbital character, and the band
index # !%" has to be distinguished from the orbital index
two !one".

On Fig. 8, we display the quasiparticle weights and orbital
polarization as a function of U, for a fixed value of V and a
rather large crystal field &=0.3. One clearly sees that the
MIT follows a similar mechanism than in the V=0 case: only
Z2 vanishes continuously at the transition, while Z1 is always
finite.

A noticeable difference with the V=0 case is that the or-
bital polarization 'n=n2−n1 does not reach saturation !'n
%1" before the MIT !Fig. 8". This is expected because the
low-energy bands in the metallic state no longer have a
unique !1,2" orbital character, as we now discuss.

In order to understand more precisely the nature of the
metallic phase, we use the low-frequency expansion of the
self-energies and we obtain the expressions of the low-
energy majority and minority bands, which read,

2$%!k" = Z1)1k + Z2)2k + $!Z1)1k − Z2)2k"2 + 4Z1Z2Vk
2 ,

!17a"

2$#!k" = Z1)1k + Z2)2k − $!Z1)1k − Z2)2k"2 + 4Z1Z2Vk
2 .

!17b"

In these expressions )1k%ek−!+& /2+R"1!0" and )2k
%ek−!−& /2+R"2!0". The Fermi surface !set by $=0" is
determined by the following condition !in which the weights
Z1,2 do not appear":

0 = )1k)2k − Vk
2 % &ek − ! + &/2 + R"1!0"'

*&ek − ! − &/2 + R"2!0"' − Vk
2 . !18"

We recall that, when V=0, an orbital polarization transition
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1-band - 2-band, V = 0.07
MIT, V = 0
1-band - 2-band, V = 0

2-band

PPI

1-band

FIG. 7. !Color online" Zero-temperature phase diagram of the
cubic lattice with hybridization V=0.07 and for one electron per
site. The !black" solid line separates metallic and insulating regions.
The !black" dot-dashed line separates the two-band and one-band
metals. For the sake of comparison, the corresponding zero hybrid-
ization !V=0" lines are shown !in green". The ED solver was used.
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FIG. 8. !Color online" Orbital polarization 'n !dots/black", qua-
siparticle weights Z2 !green/filled diamonds", and Z1 !red/open
squares", as a function of U for a fixed value of &=0.3 and a finite
interorbital hybridization V=0.07. For the sake of comparison, the
orbital polarization for V=0 is also displayed !cyan/dashed line".
The vertical !magenta" line shows the MIT. The ED solver was
used.
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Spin-orbit assisted Mott state: 
What exactly SOC does

2. Coulomb correlations effectively increase SOC

λeff = 2.15λ = 0.28 eV
Sr2RhO4: λ = 0.13 eV

G. Liu et al., PRL 101, 26408 (2008)

Correlation effects make electrons more localized, 
atomic-like; this is good for SOC λ(r) ∼ −

1
r

∂V
∂r V ∼ −

e−r

r
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to Ref. 50 is found in Ref. 18.

4. Variational Wave Function

The DHWF is given by

|ΨDHWF⟩ = PdPhPG|Φ⟩, (9)

where |Φ⟩ is a one-body wave function and Pd, Ph, and
PG describe electron correlations. This wave function is
an adequate variational wave function for the two-orbital
Hubbard model at least for λ = 0 around quarter filling,
that is, the electron number per site n = 1.61)

The Gutzwiller projection operator PG describing the
onsite correlations is defined as61, 65–71)

PG =
∏

rγ

[1− (1 − gγ)Prγ ] , (10)

where γ denotes one of the 16 onsite states, Prγ is the
projection operator onto state γ at site r, and gγ is a
variational parameter. We assign γ = 0 to the holon
state, i.e., empty state. By using the conservation of the
number of electrons for each spin and the equivalence of
the orbital states, we can reduce the number of gγ to be
optimized to 5 in the paramagnetic (PM) and antiferro-
magnetic (AFM) states.
When the onsite Coulomb interactions, U and U ′, are

strong and n ≃ 1, most sites are occupied by a single
electron. In this situation, if a doubly occupied site (dou-
blon) is created, an empty site (holon) should be around
it to reduce the energy by using singly-occupied virtual-
states. Pd and Ph describe such doublon-holon binding
effects. Pd is an operator to include intersite correlation
effects concerning the doublon states. This is defined as
follows for the two-orbital model:61)

Pd =
∏

r γ∈D

[

1− (1 − ζγ)Prγ

∏

a

(1− Pr+a0)

]

, (11)

where D denotes the set of doublon states, i.e., onsite
states with two electrons, and a denotes the vectors
connecting the nearest-neighbor sites. Pd gives factor ζγ
when site r is in doublon state γ and there is no holon at
nearest-neighbor sites r+a. Similarly, Ph describing the
intersite correlation effects on the holon state is defined
as

Ph =
∏

r

⎡

⎣1− (1− ζ0)Pr0

∏

a γ∈D

(1 − Pr+aγ)

⎤

⎦ . (12)

Factor ζ0 appears when a holon exists without a nearest-
neighboring doublon. Considering symmetry, four ζγ are
independent variational parameters in the PM and AFM
states.
For the one-body part |Φ⟩ of the wave function, we

consider an effective Hamiltonian:

H(eff)
kσ =

⎛

⎜

⎜

⎝

ϵkx −iσλeff/2 −∆Qxσ −iλQ/2
iσλeff/2 ϵky iλQ/2 −∆Qyσ

−∆Qxσ −iλQ/2 ϵk+Qx −iσλeff/2
iλQ/2 −∆Qyσ iσλeff/2 ϵk+Qy

⎞

⎟

⎟

⎠

,

(13)
where Q = (π,π) is the ordering vector and ∆Qτσ =
σ∆sQ + τ∆oQ. For an AFM ordered state, ∆sQ be-
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Fig. 1. (Color online) Effective SOC λeff as a function of U for
t1/t = 1.5, J/U = 0.1, and λ/t = 0.5 for L = 8 (squares), L = 10
(triangles), and L = 12 (circles).

comes finite and for an antiferro-orbital ordered state,
∆oQ becomes finite. We consider the effective SOC λeff

since we had to replace the bare SOC constant λ by an
effective one even in the HF approximation. λQ denotes
the spin- and site-dependent part of the effective SOC in
an AFM ordered state. The term proportional to λQ can
also be regarded as a spin-independent site-dependent
orbital mixing term. ∆sQ, ∆oQ, λQ, and λeff are vari-
ational parameters. Similar variational parameters have
been used for the periodic Anderson model.72–74) In ad-
dition, it is possible to treat t1 and t2 in ϵkτ in Eq. (13) as
variational parameters. We do not consider such a band
renormalization effect on ϵkτ here although it may be
an important future problem. We construct |Φ⟩ by filling
electrons from the bottom of the energy of this effective
Hamiltonian.
It is known that, at least for λ = 0, the stabilization

of a partially spin-polarized ferromagnetic state is diffi-
cult.68, 69, 75–78) Thus, we consider the completely polar-
ized state only with the majority-spin electrons as the
ferromagnetic (FM) state. The numbers of gγ and ζγ
to be optimized are reduced to 1 and 2, respectively, in
the FM state since the model is equivalent to a single-
orbital Hubbard model (with inter-spin mixing). In the
FM state, we consider antiferro-orbital order.
We optimize the variational parameters in the wave

function to reduce the expectation value of the energy
evaluated by the Monte Carlo method. The momentum
distribution function is also calculated using the Monte
Carlo method for the optimized variational parameters.
If we set gγ = 1 and ζγ = 1 for all γ and optimize only the
variational parameters in the one-body part, we obtain
the HF results.

5. Results

In the following, we show results for an L × L square
lattice with antiperiodic-periodic boundary conditions
with L = 12. To examine the finite-size effect, we also
show some results for L = 8 and 10. The number of elec-
trons per site is fixed as n = 1, i.e., quarter filling, unless
otherwise stated.
First, we discuss the finite-size effect on λeff. In Fig. 1,

3

• Two-orbital model (yz/zx) 
• Square lattice 
• quater filling ( )n = 1

Variational Monte Carlo (VMC)

 - square width; L t1 = ddπ

K. Kubo J. Phys. Soc. Jpn. 91, 124707 (2022)
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Spin-orbit assisted Mott state: 
Model results

L. Du et al., Eur. Phys. J. B. 86, 94 (2013)

Model calculations:  
3-bands Hubbard model, Bethe lattice ( )D = 1

Phase diagram: t4
2g

Page 4 of 8 Eur. Phys. J. B (2013) 86: 94

in which n0
3/2 and n0

1/2 stand for the average occupation
number of lower (jeff = 3/2) and upper (jeff = 1/2) or-
bitals, respectively. Since total electron number of the
system is fixed to be 4n0

3/2 + 2n0
1/2 = 4, we have 0 ≤

δn0 ≤ 1. δn0 (n0) corresponding to ground state is de-
noted by δn0

g (n0
g).

In the present paper, we also use DMFT +CTQMC
method to crosscheck our results derived by RIGA. For
DMFT + CTQMC method, the system temperature is
set to be T = 0.025 (corresponding to inverse tempera-
ture β = 40). In each DMFT iteration, typically 4 × 108

QMC samplings have been performed to reach sufficient
numerical accuracy [25].

3 Results and discussion

3.1 U-ζ phase diagram

In this subsection, we mainly focus on phase diagram for
the three-band model proposed in equation (1). The ob-
tained U -ζ phase diagrams with J/U = 0.25 are shown in
Figure 2. The upper panel shows the phase diagram cal-
culated by zero temperature RIGA method, while the cal-
culated result by DMFT +CTQMC method at finite tem-
perature is shown in the lower panel. The results obtained
by two different methods are consistent with each other
quite well except that DMFT +CTQMC cannot distin-
guish between band insulator and Mott insulator, which
will be explained later. Apparently, there exist three dif-
ferent phases in U -ζ plane: metallic state in the lower left
corner, band insulator in the lower right region and Mott
insulator in the upper right region. The general shape of
the phase diagram can be easily understood by consider-
ing two limiting cases: (i) for ζ = 0, one has a degenerate
three-band Hubbard model populated by 4 electrons per
site. The model will undergo an interaction driven Mott
transition at critical Uc/D ∼ 11.0 with each band filled
by 4/3 electrons. (ii) For non-interacting case (U = 0.0),
the model is exactly soluble. The three bands are de-
generate and filled with 4/3 electrons at ζ = 0.0. Fi-
nite ζ will split the three degenerate bands into a (lower)
jeff = 3/2 quadruplet and (upper) jeff = 1/2 doublet
with energy separation being 1.5ζ. Increasing ζ will pump
electrons from upper to lower orbitals until the upper
bands are completely empty and the system undergoes
a metal to band insulator transition, which is expected
at ζ/D = 1.33.

In order to clarify the way we determine the metal,
band insulator, and Mott insulator phases by RIGA
method, in Figure 3 we plot the total energy and quasi-
particle weight as a function of δn0 defined in the
previous section, where the SOC strength is fixed at
ζ/D = 0.7, and from top to bottom the Coulomb interac-
tion is U/D = 1.0, 3.0, 6.0. The ground state of the sys-
tem is the state with the lowest energy respect to δn0. The
typical solution for the metal phase is shown in Figure 3a,
where the energy minimum occurs at 0 < δn0

g < 1.0
corresponding to the case that all orbitals are partially
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Fig. 2. (Color online) Phase diagram of three-band Hubbard
model with full Hund’s coupling terms in the plane of Coulomb
interaction U (J/U = 0.25) and spin-orbit coupling ζ. Up-
per panel: the phase diagram is calculated by RIGA at zero
temperature. Lower panel: the phase diagram is calculated by
DMFT+ CTQMC with finite temperature T = 0.025.
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Fig. 3. (Color online) Total energy E(δn0) and quasiparti-
cle weight Z(δn0) as a function of occupation polarization
δn0 = n0

3/2 − n0
1/2 for different values of interaction strength

U/D = 1, 3, 6 (J/U = 0.25) at fixed ζ/D = 0.7 and zero
temperature, where n0

3/2 is average occupation number of

jeff = 3/2 quadruplet, n0
1/2 is average occupation number of

jeff = 1/2 doublet.
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FIG. 5. Quasiparticle weight Z3/2 (a) and filling n3/2 (b) of the
electrons in the j = 3/2 orbitals as functions of λ for U = 2.
The green dotted line displays the respective noninteracting results.
(c) Atomic charge gap !at.

has a drastic effect here; increasing λ suppresses the Hund’s
metal behavior and leads to a featureless, almost linear, ap-
proach of Z towards 0 with increasing U . Interestingly, the
influence of λ on Z is opposite at small U where increasing
λ increases Z, thus making the system less correlated, and at
a high U , where Z diminishes with λ and hence correlations
become stronger.

The latter behavior is easy to understand. A strong SOC
reduces the number of relevant orbitals from three to two and
leads to the increase of the atomic charge gap from U − 3JH
to U − JH [see Fig. 8(c) and Sec. III]. Both the reduction
of the kinetic energy due to the reduced degeneracy and the
increase of the atomic charge gap with λ contribute to a
smaller critical U , which is indeed seen on the plot. We want
to note here that the reduction of the critical U is even stronger
for the crystal-field case (shown as a dashed line in Fig. 6),
since there the corresponding atomic gap is larger (U + JH,
see Sec. III).

We turn now to the small-U regime where the SOC reduces
the electronic correlations. One can rationalize this from a
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FIG. 6. Quasiparticle weight Z of the j = 3/2 orbital as a func-
tion of U for JH = 0.2 U and N = 2. The dashed line shows the
corresponding Z of the dxz orbital in the case of an infinite tetragonal
crystal-field splitting.

scenario that pictures Hund’s metals as doped Mott insulators
at half filling [33–36]. Figure 7 presents the values of U where
a Mott insulator occurs. Let us first discuss the case without
SOC, i.e., the left panel of Fig. 7. In this picture of doped
Mott insulators, the correlations for small interactions at N =
2 are due to proximity to a half-filled insulating state. For
interaction parameters U and JH that lead to a Mott insulator
at half filling, doping with holes leads to a metallic state with
low quasiparticle weight. This low-Z region persists to doping
concentrations of more than one hole per atom, as can be
seen from Fig. 2 in Ref. [26]. As a result, for an interaction
U in between the critical values for two and three electrons
Uc(N = 3) < U < Uc(N = 2), the quasiparticle weight is
small, but not zero. As one increases now λ, the critical U
at N = 3 increases strongly, and the insulating state appears
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FIG. 7. The Mott insulator occurs for values of U indicated by
bars for a Hund’s coupling of JH = 0.2 U . The left plot (a) shows
the case without SOC, the right (b) with infinite SOC. Note that in
the latter case no Mott insulator occurs for N = 4 since this case is a
band insulator. The critical values for λ = 0 are taken from Ref. [26].
The red crosses indicate the critical U in the case where a tetragonal
crystal field is applied instead of the SOC.
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Number of electrons Number of electrons

Uc

Critical  for  
metal-insulator transition

Uc

R. Triebl et al., PRB 98, 205128 (2018)

DMFT ( )J/U = 0.2



 Structural properties: 
Jahn-Teller effect and 
Spin-orbit coupling
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Let’s consider a model two-
levels (a & b) system in  

a certain surrounding  

∼ δ2

δJT−δJT
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Idea

Thus, a system aims to lift orbital degeneracy  
by distorting surrounding

“Orbital-lattice”  
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Elastic  
energy b
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δ

E
EJT = ± g |δ | +

Bδ2
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with lattice

a b
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Jahn-Teller effect in a nutshell



The Jahn-Teller effect and Spin-orbit coupling may compete!
But… Hund’s exchange also compete with spin-orbit coupling!

Wavefunction: |xy⟩

Jahn-Teller effect vs. Spin-orbit coupling 
general idea (on example of  configuration)t1

2g

3ΔJT

Jahn-Teller effect

xz/yz

xy

t2g
λ ⃗leff ⃗s

Spin-orbit coupling

jeff=3/2

jeff=1/2

2
3

|xy ↑ ⟩ −
1

6
i |xz ↓ ⟩ −

1

6
|yz ↓ ⟩

t2g

e.g.

Electrons are on cubic (real) harmonics Electrons are on spherical harmonics1. 

2.    Spin-orbit coupling generally counteracts to the Hund’s exchange!
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How to solve the Jahn-Teller problem 
in practice?

Ĥ = ĤSOC + Ĥelast + ĤJT + ĤU

ĤSOC = − ζ∑
i

̂ ⃗l i
̂⃗siSpin-orbit coupling

ĤU = (U − 3JH)
N̂(N̂ − 1)

2
− 2JHŜ2 −

JH

2
L̂2 +

5
2

N̂
Interaction between  

electrons

Elastic term 
classical vibrations Ĥelast =

B
2 ∑

j

Q2
j

Ĥt⊗E
JT = − g ( ̂l 2

x − ̂l 2
y) Q2 − g ( ̂l 2

z − 2/3) Q3
Coupling to lattice

static + classics

Ĥt⊗E
JT = −

g

2ℏω ( ̂l 2
x − ̂l 2

y)(a2 + a†
2 ) −

g

2ℏω ( ̂l 2
z − 2/3)(a3 + a†

3 )dynamic+quantum

Technique: Exact diagonalization

dynamic+quantum: Ĥelast = ∑
j

ℏωj(a†
j aj +

1
2

)



λ = 0

Mexican hat !

λ

2π /3

E

Q2

Q3

The Jahn-Teller effect vs. SOC: d1 
suppression of JT distortions
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I. INTRODUCTION

In considering transition metal (TM) compounds, one
very often meets the situation with orbital degeneracy.
Classical examples are the systems with Cu2+ or Mn3+ in
octahedral coordination, ....... and many others. In this
case plethora of very interesting and nontrivial e↵ects
follows: the famous Jahn-Teller (JT) e↵ect, orbital or-
dering, important consequences for magnetism (e.g. the
well-known GKA rules), very nontrivial quantum e↵ects
(vibronic physics), up to the appearance of rotational
quantization, conical intersections and even the famous
geometric (Berry) phase – which actually first appeared
in the literature in 1964 just in the context of JT e↵ect,
20 years before the famous papers by Sir M.Berry.

Yet another group of phenomena came to the forefront
recently (although the phenomenon itself is known for
more than 100 years) – the spin-orbit coupling (SOC). It
is one of the most actively studied topics in condensed
matter physics at present. It underlines such phenomena
as the anomalous Hall e↵ect, spin Hall e↵ect, Rashba
coupling, skyrmion physics, is the basis of the appearance
of topological insulators, and also leads to Kitaev physics
in TM compounds[1].

A very natural and, strangely enough, still very
scarcely touched topic is the mutual interplay of these
two phenomena: orbital degeneracy, specifically JT ef-
fect, and SOC. After the first, very old studies[2], this
connection remained largely unexplored, with very few
exceptions. One of few known statement in this field is
that the appearance of j = 1/2 state in Ir4+“kills” the
JT distortions: strong SOC lifts three-fold t2g degener-
acy of the t52g configuration and leads to the formation of
the j = 1/2 Kramers doublet, without any extra degen-
eracy. Only rarely is JT physics mentioned in the present
literature devoted to such systems: notable excerptions
are the discussion of the JT e↵ect in excited states of
Ir compounds[3], the possible appearance of SU(4)-type
“Kugel-Khomskii” interaction in d1 systems with strong
SOC on honeycomb lattice [Gia-japanese PRL], and tyhe
experimental study of unusual types of ordering in 5d1

system K2TaCl6 [Takagi]. But the general answer to
the question formulated in our title: are JT e↵ect and

SOC friends or foes? – seems to remain unanswered.

Figure 1: t12g.

But this question is very important, both from the gen-
eral theoretical point of view and for the discussion of
properties of many real materials, especially those with
4d and 5d elements. In our paper we want to fill this
gap. And, surprisingly enough, we found out that the
answer to this very simply formulated question is rather
ambiguous, or rather that it depends on the specific sit-
uation: for some cases, such as d4 and d5, but also d2

configurations, strong SOC may sometimes reverse, but
finally completely suppresses JT distortion, whereas in
other cases, notably d3, SOC generates JT e↵ect in the
configuration which is usually considered as “orbitally
dead”.

II. MODEL

Q3 < 0 stands for compression along z, while Q3 > 0
for elongation.

III. CONCLUSIONS

[1] S. Trebst, in Lecture Notes of the 48th IFF Spring
School “Topological Matter – Topological Insulators,

Skyrmions and Majoranas” (Forschungszentrum Julich,

δ J
T,

1
3

g
BExamples: Compression is tiny:  

Cs2TaCl6, Rb2TaCl6 etc. 
Seems undistorted:  
Ba2NaOsO6, Ba2MgReO6 etc

Details: Exact diagonalization,   
problem (no dynamic effects)

T ⊗ e
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t2g

λ = 0JT effect (           )

t2g
j1/2
eff

j3/2
eff

λ → ∞SOC (             )

No Jahn-Teller distortions Jahn-Teller active!

Spin-orbit coupling induces 
Jahn-Teller distortions (compression)!

2

Figure 2: t32g.

Figure 3: t52g.

Julich, 2017).
[2] U. Opik and M. H. L. Pryce, Proceedings of the

Royal Society A: Mathematical, Physical and Engi-
neering Sciences 238, 425 (1957), ISSN 1364-5021,
URL http://rspa.royalsocietypublishing.org/cgi/
doi/10.1098/rspa.1957.0010.

[3] E. Plotnikova, M. Daghofer, J. van den Brink, and
K. Wohlfeld, Phys. Rev. Lett. 116, 106401 (2016).
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Fed́eŕale de Lausanne (EPFL), CH-1015 Lausanne, Switzerland
∥DPMC, University of Geneva, CH-1211 Geneva, Switzerland
⊥Neutron Science Laboratory, Institute of Solid State Physics (ISSP), University of Tokyo, Kashiwa, Japan
#Center for Emergent Matter Science (CEMS), RIKEN, Wako-shi, Japan

*S Supporting Information

ABSTRACT: The novel iridate Ba8Al2IrO14 was prepared as single crystals by self-flux
method, thereby providing a rare example of an all-Ir(VI) compound that can be synthesized
under ambient pressure conditions. The preparation of all-Ir6+ iridate without using
traditional high-pressure techniques has to our knowledge previously only been reported in
Nd2K2IrO7 and Sm2K2IrO7. The monoclinic crystal structure (space group C2/m, No.12) is
stable down to 90 K and contains layers of IrO6 octahedra separated by Ba and AlO4
tetrahedra. The material exhibits insulating behavior with a narrow band gap of ∼0.6 eV. The
positive Seebeck coefficient indicates hole-like dominant charge carriers. Susceptibility
measurement shows antiferromagnetic coupling with no order down to 2 K.

■ INTRODUCTION
Recently, there has been considerable interest in studying
correlated 5d-electron transition metal oxides. Unlike 3d
transition metal oxides, 5d materials were expected to be less
correlated because of extended orbitals. Therefore, a tendency
to metallic behavior was expected. However, experiments have
shown that some compounds, such as Sr3Ir2O7, Na2IrO3, and
Ba2NaOsO6, show insulating behavior.1−3 Some recent reports
show that correlation effects could be important for the 5d
insulating transition metal oxides.4−6 One example is
Ba3YIr2O9,

7 which crystallizes in a hexagonal structure and
transforms into a cubic structure under an applied pressure of 8
GPa at 1273 K; strong spin−orbit coupling (SOC) plays a
crucial role in determining the magnetic and insulating
properties of this system in both phases.
Iridium-based oxides are relatively unexplored, although they

are expected to exhibit interesting physical properties. In the
majority of iridium-based compounds Ir4+ is stabilized, and
most of recent theoretical and experimental work has focused
on the tetravalent iridates (Ir4+). On the other hand, Ir5+ and
Ir6+ can also be obtained under high oxygen pressure
conditions, but little attention has been drawn to them.8−12

In this work we show the ambient-pressure synthesis and
physical properties of a new all-Ir6+ iridate Ba8Al2IrO14. The
preparation of all-Ir6+ iridate without using traditional high-

pressure techniques has to our knowledge previously only been
reported in Nd2K2IrO7 and Sm2K2IrO7.
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■ EXPERIMENTAL SECTION
Synthesis. Single crystals of Ba8Al2IrO14 were grown as unexpected

byproducts in our attempt to synthesize Ba3Ir2YO9 single crystals. In
this process, single crystals of Ba8Al2IrO14 were produced by reacting
BaCO3, IrO2, and Y2O3 powder by self-flux method in Al2O3 crucible.
The mixture of the powders with the ratio of BaCO3/IrO2/Y2O3 =
26:4:1 was heated for 2 h at 1250 °C and rapidly cooled to room
temperature. After the reaction, small black single crystals were found
to have a needlelike shape. The maximum dimensions were ∼0.5 mm
in length and ∼0.1 mm in width (Figure 1). The needle axes coincide
with the crystallographic b-axis. Grinding the black crystals produced
brown power. The crystals are very sensitive to moisture. The chemical
composition of the resulting compound was determined using an
energy-dispersive X-ray detector (EDX, Oxford Instruments EDX X-
MAX). The EDX analysis revealed the presence of Ba, Ir, and Al. We
conclude that the raw materials reacted with the Al2O3 crucible to
acquire Al. This conclusion was supported by inspection of the
crucible after reaction, where the crystals could be seen to grow in
needles away from the crucible wall. The EDX analysis suggested
molar ratios Ba/Al/Ir of 80.1(7):10.3(5):9.6(10), but for these
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Subsequently, there have been exploratory studies on
the Sr2Ir2–xMxO6 solid solutions;[10–12] in particular,
SrIr1–xMgxO3 (x = 0.20 and 0.33) have been described to
crystallize in the orthorhombic Pbnm space group and to
show ferromagnetic properties.

The purpose of the present work is threefold: (1) we re-
visit the crystal structures of both perovskites from high-
resolution neutron powder diffraction (NPD) data; we show
that the symmetry for both perovskites is compatible with
the P21/n space group; (2) in addition, we report on the
magnetism and the magnetic structure from low-tempera-
ture NPD data, and (3) we describe the results of an X-
ray absorption spectroscopy investigation, which gives an
insight into the Ir oxidation states.

Results and Discussion

Crystal Structures

Sr2CaIrO6 and Sr2MgIrO6 compounds were obtained as
well-crystallized powders. The XRD patterns, shown in Fig-
ure 1, are characteristic of a perovskite structure and exhibit
superstructure peaks corresponding to the Ca2+/Mg2+–Ir6+

ordering. Both diagrams are indexed in a monoclinic cell
(P21/n space group). The cell parameters are related to
a0 (ideal cubic perovskite a0 ≈ 3.8 Å) as a ≈ √2a0,
b ≈ √2a0, c ≈ 2a0, β ≈ 90°.

Figure 1. XRD patterns (Cu-Kα, λ = 1.5406 Å) for Sr2MIrO6 (M
= Ca, Mg).

The crystal-structure refinement was performed from
high-resolution NPD data by using the monoclinic P21/n
(no. 14) space group previously considered by Demazeau et
al.[7] In this model, the Sr atoms are located at 4e (x, y, z)
positions, the Ca/Mg atoms are at 2d (1/2, 0, 0) positions,
the Ir atom are at 2c (1/2, 0, 1/2), and the O atoms are at 4e

Eur. J. Inorg. Chem. 2014, 178–185 © 2014 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim179

(x, y, z) sites. The Rietveld analysis resulted in a satisfactory
agreement between the observed and calculated profiles
(Figure 2). In this former model, the Ca/Mg and Ir ions
are placed at two different B sites with a rock-salt ordered
arrangement. As a second step, the possibility of antisite
disordering was checked by allowing some Ca/Mg atoms to
occupy Ir sites and vice versa. The refinement of the inver-
sion degree led to 5% antisite disordering for the Ca com-
pound and 20 % for the Mg compound. The oxygen content
was also examined; the occupancy factor of oxygen atoms
was refined, and the result confirms a full stoichiometry for
the Sr2CaIrO6 sample and the presence of oxygen vacancies
for Sr2MgIrO6–δ [δ = 0.11(1)] at O2 positions. The remain-
ing oxygen sites converged to values slightly higher than
one and then were fixed to unity. Table 1 lists the most im-
portant atomic parameters of the structural refinement, and
some selected room-temperature bond lengths and angles
are included in Table 2.

Figure 2. Observed (crosses), calculated (solid line), and difference
(bottom) NPD Rietveld profiles for Sr2MIrO6 (M = Ca, Mg) at
room temp. collected at the high flux D2B-ILL diffractometer. The
first series of Bragg reflections corresponds to the main perovskite
phase, and the second corresponds to vanadium from the sample
holder. The inset shows a schematic representation of the mono-
clinic crystal structures, which involve a 1:1 long-range ordering of
M and Ir atoms.

In the Sr2MgIrO6 perovskite, the smaller size of the
Mg2+ (VIrMg2+ = 0.72 Å) cation, with respect to that of
Ca2+ (VIrCa2+ = 1.00 Å), corresponding to the tolerance fac-
tors of tSr2CaIrO6

= 0.92 and tSr2MgIrO6
= 0.98, would suggest

a structure with higher symmetry (tetragonal or cubic) at
room temperature. Although the Rietveld analysis with a
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The Jahn-Teller effect vs. SOC: d3 
increase of JT distortions
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Magnetic properties:  
Higher order multipoles
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Spin-orbit coupling and  configurationd1

Weak SOC

S = 1/2 ⟹ M = 2S = 1μBOrbital moment is quenched,

Example: YTiO3 ( )M = 0.84μB xz/yz
t2g

jeff=3/2

jeff=1/2
t2g

 equivalence:p − t2g p → t2g, l → − leff

Mag. mom: M = 2S − leff

M = 0

Strong SOC (wrt non-cubic field)

S = 1/2, leff = 1 ⟹

Any examples (materials)?

No local magnetic moment!



23

Strong spin-orbit coupling and d1

Sr2VO4: V4+ ( )3d1

Neutrons: did NOT find magnetic 
contributions for T < TN

: some AFM for μ+SR T < 8K

RAPID COMMUNICATIONS

JUN SUGIYAMA et al. PHYSICAL REVIEW B 89, 020402(R) (2014)
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FIG. 1. (Color online) T dependence of (a) susceptibility
(χm = M/H ) and (b) 1/χm for Sr2VO4. The χm data were obtained
in field cooling (FC) mode with H = 10 kOe. In (b), the red
solid line represents a Curie-Weiss fit in the T range between 110
and 320 K.

distribution of internal fields (Hint). Since the LF clearly
decouples the damping, the ZF and LF spectra are likely to
be fitted by a dynamic Gaussian Kubo-Toyabe function (GKT)
due to random Hint’s at the muon sites [16]. However, two
additional exponentially relaxing signals are required in order
to reproduce the spectra, that is,

A0 P (t) = AKTGKT(",νfluct,t,HLF) + AFe
−λFt + ASe

−λSt ,

(1)

where A0 is the initial asymmetry, P (t) is the muon spin
depolarization function, AKT, AF, and AS are the asymmetries
associated with the three signals, GKT(",0,t,0) = 1/3 +
2/3(1 − "2t2) exp(−"2t2/2), " is the field distribution width
at the muon site, νfluct is the fluctuation rate of the local
fields responsible for GKT, and λF and λS are the exponential
relaxation rates.

A global fit for the spectra at 1.8 K [see Fig. 2(a)], in which
we used common parameters in Eq. (1) for the ZF and two-LF
spectra, yielded AKT = 0.096(3) with " = 7.8(2) µs−1 and
νfluct = 0.41(2) µs−1, AF = 0.081(7) with λF = 20(2) µs−1,
and AS = 0.036(5) with λS = 3.2(5) µs−1. This implies the
presence of three different muon sites in the lattice, whereas
there is only one muon site in the isostructural compound
La2CuO4 [17]. Also, since νfluct ≪ ", Hint at the site responsi-
ble for the AKT signal is almost static, while those for the other
two sites are dynamic even at 1.8 K. This is an inconsistent
situation, even though the three sites are crystallographically
equivalent, but magnetically nonequivalent.

In order to obtain acceptable results for a single muon site,
the ZF spectra were finally fitted by a combination of an
exponentially relaxing cosine oscillation for the quasistatic
internal field and an exponentially relaxing nonoscillatory
signal for the “1/3 tail” signal caused by fluctuations in the
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FIG. 2. (Color online) The ZF and LF µ+SR spectrum in Sr2VO4

obtained at 1.8 K (a) in an early time domain and (b) in the whole
time domain measured; (c) the variation of the ZF µ+SR spectrum
with T . Solid green lines in (a) and (b) represent the fit result using
Eq. (1) and its analog for LF, while solid black and red lines in (b)
and (c) represent that using Eq. (2). In (b), the µ+SR spectra and fit
result using Eq. (1) are shifted by 0.1 for clarity of display. Since the
fit was performed to minimize χ 2, reduced χ 2 (=χ 2/N ) for the data
at 1.8 K is shown for comparison, where N is degree of freedom.

field component parallel to S⃗µ:

A0 PZF(t) = AAFe
−λAFt cos

(
ω

µ
AFt

)
+ Ataile

−λtailt , (2)

where fAF (≡ω
µ
AF/2π ) is the muon Larmor frequency cor-

responding to the AF quasistatic Hint, AAF and Atail are the
asymmetries of the two signals, and λAF and λtail are their
exponential relaxation rates. Moreover, A0 = 0.226 (=AAF +
Atail), which is the full asymmetry, is fixed in the whole T
range below 25 K, based on weak transverse field (WTF)
data at 80 K. Here we should note again that both equations
represent the same physical description, i.e., the presence of
quasistatic Hint with broad distributions.

Figure 3 shows the T dependences of the µ+SR parameters
together with χm measured at H = 10 and 100 Oe. We also plot
the WTF asymmetry (ATF), which monitors the nonmagnetic
volume fraction in the sample, as described later. As T
increases from the lowest T measured (1.8 K), AAF is almost
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distribution of internal fields (Hint). Since the LF clearly
decouples the damping, the ZF and LF spectra are likely to
be fitted by a dynamic Gaussian Kubo-Toyabe function (GKT)
due to random Hint’s at the muon sites [16]. However, two
additional exponentially relaxing signals are required in order
to reproduce the spectra, that is,

A0 P (t) = AKTGKT(",νfluct,t,HLF) + AFe
−λFt + ASe

−λSt ,

(1)

where A0 is the initial asymmetry, P (t) is the muon spin
depolarization function, AKT, AF, and AS are the asymmetries
associated with the three signals, GKT(",0,t,0) = 1/3 +
2/3(1 − "2t2) exp(−"2t2/2), " is the field distribution width
at the muon site, νfluct is the fluctuation rate of the local
fields responsible for GKT, and λF and λS are the exponential
relaxation rates.

A global fit for the spectra at 1.8 K [see Fig. 2(a)], in which
we used common parameters in Eq. (1) for the ZF and two-LF
spectra, yielded AKT = 0.096(3) with " = 7.8(2) µs−1 and
νfluct = 0.41(2) µs−1, AF = 0.081(7) with λF = 20(2) µs−1,
and AS = 0.036(5) with λS = 3.2(5) µs−1. This implies the
presence of three different muon sites in the lattice, whereas
there is only one muon site in the isostructural compound
La2CuO4 [17]. Also, since νfluct ≪ ", Hint at the site responsi-
ble for the AKT signal is almost static, while those for the other
two sites are dynamic even at 1.8 K. This is an inconsistent
situation, even though the three sites are crystallographically
equivalent, but magnetically nonequivalent.

In order to obtain acceptable results for a single muon site,
the ZF spectra were finally fitted by a combination of an
exponentially relaxing cosine oscillation for the quasistatic
internal field and an exponentially relaxing nonoscillatory
signal for the “1/3 tail” signal caused by fluctuations in the
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FIG. 2. (Color online) The ZF and LF µ+SR spectrum in Sr2VO4

obtained at 1.8 K (a) in an early time domain and (b) in the whole
time domain measured; (c) the variation of the ZF µ+SR spectrum
with T . Solid green lines in (a) and (b) represent the fit result using
Eq. (1) and its analog for LF, while solid black and red lines in (b)
and (c) represent that using Eq. (2). In (b), the µ+SR spectra and fit
result using Eq. (1) are shifted by 0.1 for clarity of display. Since the
fit was performed to minimize χ 2, reduced χ 2 (=χ 2/N ) for the data
at 1.8 K is shown for comparison, where N is degree of freedom.

field component parallel to S⃗µ:

A0 PZF(t) = AAFe
−λAFt cos

(
ω

µ
AFt

)
+ Ataile

−λtailt , (2)

where fAF (≡ω
µ
AF/2π ) is the muon Larmor frequency cor-

responding to the AF quasistatic Hint, AAF and Atail are the
asymmetries of the two signals, and λAF and λtail are their
exponential relaxation rates. Moreover, A0 = 0.226 (=AAF +
Atail), which is the full asymmetry, is fixed in the whole T
range below 25 K, based on weak transverse field (WTF)
data at 80 K. Here we should note again that both equations
represent the same physical description, i.e., the presence of
quasistatic Hint with broad distributions.

Figure 3 shows the T dependences of the µ+SR parameters
together with χm measured at H = 10 and 100 Oe. We also plot
the WTF asymmetry (ATF), which monitors the nonmagnetic
volume fraction in the sample, as described later. As T
increases from the lowest T measured (1.8 K), AAF is almost
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3-band Hubbard model with 1 electron 
 on the square lattice (= Sr2VO4)
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FIG. 6. (a) Magnetic susceptibility for Ba2ZnOsO6. Note the ZFC/FC anomaly near 30 K. The data below 6 K are dominated by the
impurity phase, Ba11Os4O24. (b) Inverse susceptibility data for Ba2ZnOsO6 (corrected for diamagnetism) showing excellent adherence to the
Curie-Weiss law. The derived parameters are C = 0.4737(6) emu/mole-K and θCW = −149.0(4) K. (c) Heat capacity data at zero applied field
for Ba2ZnOsO6. Note the absence of any sharp feature near the 30 K magnetic anomaly. The estimated magnetic contribution, inset, does show
a broad maximum centered slightly above 30 K.

contribution, χdiam = −1.64 × 10−4 emu/mole. As in the case
of M = Mg, the low temperature data are dominated by the
impurity phase, Ba11Os4O24, but there is a clear ZFC/FC
divergence near 30 K, as seen most obviously in the inset
to Fig. 6(a). Also, as for M = Mg, the inverse susceptibility
data, Fig. 6(b), are well described by the Curie-Weiss law
over a wide range, ∼100 to 300 K. The derived parameters are
C = 0.4737(6) emu/mole-K [µeff = 1.947(2) µB], well below
the spin only values of 1.00 emu/mole-K [2.83 µB]; θCW =
−149.(4) K, somewhat larger than for M = Mg. Taking the
∼30 K anomaly as a transition to some type of ordered or
quasiordered state, f = 5. The nature of the 30 K anomaly is
not clear from the magnetization data alone, and heat capacity
and µSR studies were also undertaken.

2. Heat capacity

The heat capacity data for Ba2ZnOsO6 appear in Fig. 6(c).
Again, it was necessary to scale the lattice match data to
equal that for Ba2ZnOsO6 at 100 K. Immediately evident is
the absence of any obvious anomaly near the 30 K magnetic
feature. This is in sharp contrast to the situation for M = Mg.
The estimated magnetic contribution, inset, does show a very
broad maximum centered somewhat above 30 K. This strongly
indicates that the apparent 30 K phase transition does not lead
to a long range ordered AF ground state.

3. Muon spin relaxation

In Fig. 7(a), a selection of the zero field µSR asymmetry for
Ba2ZnOsO6 between 2 and 40 K are plotted. Below 28 K, an
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FIG. 7. (a) Temperature evolution of the asymmetry parameter for Ba2ZnOsO6. Note the onset of a rapid decrease just below 30 K and
the development of a weak oscillatory component.(see text for discussion). (b) The temperature dependence of the internal field due to the
oscillatory component (black circles) and the early time relaxation rate (red circles).
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FIG. 8. (a). Magnetic susceptibility data for Ba2CdOsO6. Note the absence of any anomaly or ZFC/FC divergence above 6 K. The inset
shows the inverse susceptibility and the adherence to the Curie-Weiss law over a wide temperature range.(b) Magnetic susceptibility from 1.8
to 0.47 K showing no evidence for a phase transition.(c) Heat capacity data showing no anomaly except that due to the Ba11Os4O24 impurity
phase near 6 K.
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selection accompanying such a quadrupolar order would
lower the crystal symmetry, at odds with our high resolution
neutron powder diffraction data shown for BCO in
Fig. 2(a). We have carried out even higher resolution
x-ray diffraction measurements on BCO, the family member
which best exhibits undamped zero field μSR oscillations.
These measurements were conducted at the high angular
resolution diffraction instrument BL04 −MSPD, beam line
8 of the ALBA Synchrotron Light facility (Barcelona, Spain)
[52]. The sensitivity of these measurements to possible weak
splittings of the cubic Bragg peaks is ∼10 times greater than
the neutron powder diffraction measurements; see Fig. 3(a)
inset. These x-ray diffraction results, in Figs. 3(b)–3(d),
show no splitting or broadening of the cubic Bragg peaks,
yielding an upper limit on local distortions < 0.1% (see
Supplemental Material [35]). This confirms that BCO
remains cubic even for T ≪ T!, ruling out quadrupolar
ordering. We contrast this with the 5d1 osmate Ba2NaOsO6

which exhibits measurable ∼0.5%–0.7% local distortions
associated with quadrupolar ordering [53].
Here, we propose a distinct scenario, an octupolar

ordered ground state, that provides the most promising
vehicle to explain all the salient observations. For an
effective J ¼ 2 moment, a residual octahedral crystal field
Hamiltonian is HCEF0 ¼ −VeffðO40 þ 5O44Þ, where the
Steven’s operators (dropping constant terms) are

O40 ¼ 35J4z − ½30JðJ þ 1Þ − 25'J2z ; ð1Þ

O44 ¼
1

2
ðJ4þ þ J4−Þ: ð2Þ

Veff > 0 results in a non-Kramers ground state doublet and
an excited triplet with a gapΔ ¼ 120Veff , as shown in Fig. 4
(details in Supplemental Material [35]). This naturally
accounts for partial entropy quenching for T ≲ Δ, without
a phase transition, with the residual R lnð2Þ entropy being
quenched by ordering within the doublet sector at T!. In the
jJz ¼ mi basis, the ground state wave functions are jψg;↑i ¼
j0i and jψg;↓i ¼ ð1=

ffiffiffi
2

p
Þðj2iþ j − 2iÞ, with excited triplet

FIG. 2. (a) Neutron powder diffraction measurements on BZO
for T ¼ 10 K with the experimental dataset in black and the fit to
the refined Fm3̄m structure in red. (b) Subtraction of the 50 K
dataset from the 10 K dataset. The red line shows the calculated
magnetic diffraction pattern for BZO with an Os6þ ordered
moment of 0.06 μB, which we establish as the upper limit for an
ordered dipole moment in BZO. Green fiducial lines indicate the
locations of the magnetic peaks expected for type-I antiferro-
magnetic order. Panels (c) and (d) show the same comparison for
BMO and BCO. These establish upper limits on an ordered Os6þ

dipole moment of 0.11 and 0.13 μB, respectively.

FIG. 3. (a) The neutron powder diffraction profile for BCO is
shown at T ¼ 1.5 K in the main panel, while the inset shows a
comparison of neutron powder diffraction versus synchrotron
x-ray diffraction data taken on BCO at 20 K. Panels (b) and
(c) show synchrotron x-ray diffraction data on BCO at T ¼ 20 K
(b) and T ¼ 250 K (c), along with corresponding cubic structural
refinements, in red.

PHYSICAL REVIEW LETTERS 124, 087206 (2020)

087206-4

selection accompanying such a quadrupolar order would
lower the crystal symmetry, at odds with our high resolution
neutron powder diffraction data shown for BCO in
Fig. 2(a). We have carried out even higher resolution
x-ray diffraction measurements on BCO, the family member
which best exhibits undamped zero field μSR oscillations.
These measurements were conducted at the high angular
resolution diffraction instrument BL04 −MSPD, beam line
8 of the ALBA Synchrotron Light facility (Barcelona, Spain)
[52]. The sensitivity of these measurements to possible weak
splittings of the cubic Bragg peaks is ∼10 times greater than
the neutron powder diffraction measurements; see Fig. 3(a)
inset. These x-ray diffraction results, in Figs. 3(b)–3(d),
show no splitting or broadening of the cubic Bragg peaks,
yielding an upper limit on local distortions < 0.1% (see
Supplemental Material [35]). This confirms that BCO
remains cubic even for T ≪ T!, ruling out quadrupolar
ordering. We contrast this with the 5d1 osmate Ba2NaOsO6

which exhibits measurable ∼0.5%–0.7% local distortions
associated with quadrupolar ordering [53].
Here, we propose a distinct scenario, an octupolar

ordered ground state, that provides the most promising
vehicle to explain all the salient observations. For an
effective J ¼ 2 moment, a residual octahedral crystal field
Hamiltonian is HCEF0 ¼ −VeffðO40 þ 5O44Þ, where the
Steven’s operators (dropping constant terms) are

O40 ¼ 35J4z − ½30JðJ þ 1Þ − 25'J2z ; ð1Þ

O44 ¼
1

2
ðJ4þ þ J4−Þ: ð2Þ

Veff > 0 results in a non-Kramers ground state doublet and
an excited triplet with a gapΔ ¼ 120Veff , as shown in Fig. 4
(details in Supplemental Material [35]). This naturally
accounts for partial entropy quenching for T ≲ Δ, without
a phase transition, with the residual R lnð2Þ entropy being
quenched by ordering within the doublet sector at T!. In the
jJz ¼ mi basis, the ground state wave functions are jψg;↑i ¼
j0i and jψg;↓i ¼ ð1=

ffiffiffi
2

p
Þðj2iþ j − 2iÞ, with excited triplet

FIG. 2. (a) Neutron powder diffraction measurements on BZO
for T ¼ 10 K with the experimental dataset in black and the fit to
the refined Fm3̄m structure in red. (b) Subtraction of the 50 K
dataset from the 10 K dataset. The red line shows the calculated
magnetic diffraction pattern for BZO with an Os6þ ordered
moment of 0.06 μB, which we establish as the upper limit for an
ordered dipole moment in BZO. Green fiducial lines indicate the
locations of the magnetic peaks expected for type-I antiferro-
magnetic order. Panels (c) and (d) show the same comparison for
BMO and BCO. These establish upper limits on an ordered Os6þ

dipole moment of 0.11 and 0.13 μB, respectively.

FIG. 3. (a) The neutron powder diffraction profile for BCO is
shown at T ¼ 1.5 K in the main panel, while the inset shows a
comparison of neutron powder diffraction versus synchrotron
x-ray diffraction data taken on BCO at 20 K. Panels (b) and
(c) show synchrotron x-ray diffraction data on BCO at T ¼ 20 K
(b) and T ¼ 250 K (c), along with corresponding cubic structural
refinements, in red.
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shown at T ¼ 1.5 K in the main panel, while the inset shows a
comparison of neutron powder diffraction versus synchrotron
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(c) show synchrotron x-ray diffraction data on BCO at T ¼ 20 K
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Neutron diffraction:

and x-ray diffraction results show no deviation from cubic
symmetry, thus ruling out quadrupolar order. We propose
that these striking and unexpected results may be under-
stood via the emergence of time-reversal symmetry break-
ing ferro-octupolar order below T!.
Multipolar orders have been extensively studied in heavy

fermion f-electron compounds [21]. Examples include
NpO2 [22–25], where experiments suggest a primary
rank-5 magnetic multipolar order driving secondary quad-
rupolar order, the “hidden order” state of URu2Si2 [26–28],
and recent discoveries of quadrupolar and octupolar
orders in PrX2Al20 (X ¼ Ti;V) [29–31]. In stark contrast,
multipolar orders in d-electron systems are less explored
[15–17,32–34]; our work appears to be the first reported
candidate for d-orbital octupolar order.
BZO, BMO, and BCO have been previously studied in

powder form. In all three materials, neutron powder
diffraction and x-ray diffraction confirm that they remain
in the cubic Fm3̄m space group down to the lowest
temperature. They all display Curie-Weiss-like magnetic
susceptibilities (χ) at high temperatures, with large anti-
ferromagnetic Curie-Weiss constants (ΘCW ∼ 130K), and
anomalies at T! in the form of a splitting between field-
cooled and zero-field-cooled results. They all exhibit peaks
in their heat capacity, or in the related measure dðχTÞ=dT,
at T! ∼ 50 K (BMO, BCO) or T! ∼ 30 K (BZO), indicat-
ing a phase transition [18,20]. These findings are summa-
rized in Table I.
The entropy released up to ∼2T! in all three materials

appears to be ∼R lnð2Þ per mole, as explicitly shown for
BZO and BMO in the Supplemental Material [35,36]. This
is much smaller than the R lnð5Þ expected for an effective
J ¼ 2 moment [18–20], and it points to part of the entropy
being quenched at T ≫ T! (i.e., above ∼200 K). This is in
contrast to the ∼R lnð5Þ entropy released up to ∼2TN for
the tetragonal counterpart Sr2MgOsO6, which has a high
Néel ordering temperature TN ∼ 100 K [37].
These three cubic samples have also been previously

studied using μSR techniques [18,20], and it is primarily on
the basis of these zero longitudinal field μSR oscillations
for T < T!, indicative of a time-reversal broken state, that
the transition at T! was associated with antiferromagnetic

order. However, no magnetic neutron diffraction peaks
could be identified in this earlier study at low temperatures,
with a sensitivity to ordered moment of ∼0.7 μB. In the
present work, we significantly improve on this bound, still
finding no evidence of magnetic Bragg peaks.
The corresponding 5d3 osmium-based double perov-

skites, both cubic Ba2YOsO6 and monoclinic Sr2ScOsO6

and La2LiOsO6, show clear Néel transitions to antiferro-
magnetic ordered states, with large ordered moments
∼1.7μB [19,38–41]. These observed ordered moments
are reduced from the 3μB value expected for an orbitally
quenched moment, pointing to strong spin-orbit coupling
effects, or covalency, or both. Nonetheless, magnetic
Bragg scattering at the (100) and (110) positions is easily
observed, along with strong, gapped inelastic magnetic
scattering centered at these two ordering wave vectors.
Previously studied 5d2 double perovskites such as mono-
clinic Sr2MgOsO6 and cubic Ba2LuReO6 (with Re5þ) also
show transitions to type-I antiferromagnetic order, as seen
via neutron diffraction, albeit with much smaller ordered
moments, 0.6(2) and 0.34(4) μB, respectively [37,42].
Below we present our experimental findings on powder

samples of the cubic systems, BZO, BMO, and BCO.
Details of experimental methods and analysis are in the
Supplemental Material [35], which includes Refs. [43–47].
Our new neutron powder diffraction measurements on D20
[48,49] at the Institut Laue Langevin (ILL) have ∼10–20
times more sensitivity to magnetic Bragg scattering as
compared with previous neutron powder diffraction mea-
surements taken at the C2 instrument of the Chalk River
Laboratories. No magnetic Bragg scattering is observed at
10 K, factors of 3–5 below T! for any of these materials.
We do, however, observe gapped, inelastic magnetic
spectral weight centered on wave vectors characteristic
of type-I antiferromagnetic order. We thus conclude that the
dominant broken symmetry below T! in these three
cubic double perovskite d2 magnets must involve multi-
polar ordering.
Results.—Time-of-flight inelastic neutron scattering mea-

surements from SEQUOIA [50] are shown in Fig. 1.
Figures 1(a)–1(c) show the inelastic neutron scattering
spectra well below (top panel) and above (bottom panel)
T! for BZO, BMO, and BCO, respectively. Figures 1(d)–1(f)
show cuts through this data as a function of energy,
integrating all jQj < 1.15 Å−1, and as a function of temper-
ature, again for BZO, BMO, and BCO respectively.
The datasets for all three samples in Fig. 1 are similar,

with gapped magnetic spectral weight at low jQj’s, typical
of the 100 (0.78 Å−1) and 110 (1.1 Å−1) Bragg positions.
The full bandwidth of the magnetic excitation spectrum
appears to be ∼6 meV. From Figs. 1(b), 1(c), 1(e), and 1(f),
this magnetic spectral weight overlaps in energy with
strong phonon scattering near ∼18 and 14 meV for
BMO and BCO, respectively. Even though our low jQj
integration favors magnetic scattering at the expense of

TABLE I. Summary of experimental results for the three cubic
double perovskites studied. T! denotes the peak in the heat
capacity indicating a thermodynamic phase transition [18,20].
θCW is the Curie-Weiss temperature extracted from high temper-
ature susceptibility data [18,20]. μord is the upper limit on the
ordered dipolar moment associated with type-I antiferromagnetic
order, as determined from neutron diffraction in this work.

System T! θCW a (Å) Reference μord

Ba2CaOsO6 49 −156.2ð3Þ 8.3456 [18] <0.13 μB
Ba2MgOsO6 51 −120ð1Þ 8.0586 [20] <0.11 μB
Ba2ZnOsO6 30 −149.0ð4Þ 8.0786 [20] <0.06 μB
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stood via the emergence of time-reversal symmetry break-
ing ferro-octupolar order below T!.
Multipolar orders have been extensively studied in heavy

fermion f-electron compounds [21]. Examples include
NpO2 [22–25], where experiments suggest a primary
rank-5 magnetic multipolar order driving secondary quad-
rupolar order, the “hidden order” state of URu2Si2 [26–28],
and recent discoveries of quadrupolar and octupolar
orders in PrX2Al20 (X ¼ Ti;V) [29–31]. In stark contrast,
multipolar orders in d-electron systems are less explored
[15–17,32–34]; our work appears to be the first reported
candidate for d-orbital octupolar order.
BZO, BMO, and BCO have been previously studied in

powder form. In all three materials, neutron powder
diffraction and x-ray diffraction confirm that they remain
in the cubic Fm3̄m space group down to the lowest
temperature. They all display Curie-Weiss-like magnetic
susceptibilities (χ) at high temperatures, with large anti-
ferromagnetic Curie-Weiss constants (ΘCW ∼ 130K), and
anomalies at T! in the form of a splitting between field-
cooled and zero-field-cooled results. They all exhibit peaks
in their heat capacity, or in the related measure dðχTÞ=dT,
at T! ∼ 50 K (BMO, BCO) or T! ∼ 30 K (BZO), indicat-
ing a phase transition [18,20]. These findings are summa-
rized in Table I.
The entropy released up to ∼2T! in all three materials

appears to be ∼R lnð2Þ per mole, as explicitly shown for
BZO and BMO in the Supplemental Material [35,36]. This
is much smaller than the R lnð5Þ expected for an effective
J ¼ 2 moment [18–20], and it points to part of the entropy
being quenched at T ≫ T! (i.e., above ∼200 K). This is in
contrast to the ∼R lnð5Þ entropy released up to ∼2TN for
the tetragonal counterpart Sr2MgOsO6, which has a high
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the transition at T! was associated with antiferromagnetic

order. However, no magnetic neutron diffraction peaks
could be identified in this earlier study at low temperatures,
with a sensitivity to ordered moment of ∼0.7 μB. In the
present work, we significantly improve on this bound, still
finding no evidence of magnetic Bragg peaks.
The corresponding 5d3 osmium-based double perov-

skites, both cubic Ba2YOsO6 and monoclinic Sr2ScOsO6

and La2LiOsO6, show clear Néel transitions to antiferro-
magnetic ordered states, with large ordered moments
∼1.7μB [19,38–41]. These observed ordered moments
are reduced from the 3μB value expected for an orbitally
quenched moment, pointing to strong spin-orbit coupling
effects, or covalency, or both. Nonetheless, magnetic
Bragg scattering at the (100) and (110) positions is easily
observed, along with strong, gapped inelastic magnetic
scattering centered at these two ordering wave vectors.
Previously studied 5d2 double perovskites such as mono-
clinic Sr2MgOsO6 and cubic Ba2LuReO6 (with Re5þ) also
show transitions to type-I antiferromagnetic order, as seen
via neutron diffraction, albeit with much smaller ordered
moments, 0.6(2) and 0.34(4) μB, respectively [37,42].
Below we present our experimental findings on powder

samples of the cubic systems, BZO, BMO, and BCO.
Details of experimental methods and analysis are in the
Supplemental Material [35], which includes Refs. [43–47].
Our new neutron powder diffraction measurements on D20
[48,49] at the Institut Laue Langevin (ILL) have ∼10–20
times more sensitivity to magnetic Bragg scattering as
compared with previous neutron powder diffraction mea-
surements taken at the C2 instrument of the Chalk River
Laboratories. No magnetic Bragg scattering is observed at
10 K, factors of 3–5 below T! for any of these materials.
We do, however, observe gapped, inelastic magnetic
spectral weight centered on wave vectors characteristic
of type-I antiferromagnetic order. We thus conclude that the
dominant broken symmetry below T! in these three
cubic double perovskite d2 magnets must involve multi-
polar ordering.
Results.—Time-of-flight inelastic neutron scattering mea-

surements from SEQUOIA [50] are shown in Fig. 1.
Figures 1(a)–1(c) show the inelastic neutron scattering
spectra well below (top panel) and above (bottom panel)
T! for BZO, BMO, and BCO, respectively. Figures 1(d)–1(f)
show cuts through this data as a function of energy,
integrating all jQj < 1.15 Å−1, and as a function of temper-
ature, again for BZO, BMO, and BCO respectively.
The datasets for all three samples in Fig. 1 are similar,

with gapped magnetic spectral weight at low jQj’s, typical
of the 100 (0.78 Å−1) and 110 (1.1 Å−1) Bragg positions.
The full bandwidth of the magnetic excitation spectrum
appears to be ∼6 meV. From Figs. 1(b), 1(c), 1(e), and 1(f),
this magnetic spectral weight overlaps in energy with
strong phonon scattering near ∼18 and 14 meV for
BMO and BCO, respectively. Even though our low jQj
integration favors magnetic scattering at the expense of

TABLE I. Summary of experimental results for the three cubic
double perovskites studied. T! denotes the peak in the heat
capacity indicating a thermodynamic phase transition [18,20].
θCW is the Curie-Weiss temperature extracted from high temper-
ature susceptibility data [18,20]. μord is the upper limit on the
ordered dipolar moment associated with type-I antiferromagnetic
order, as determined from neutron diffraction in this work.

System T! θCW a (Å) Reference μord

Ba2CaOsO6 49 −156.2ð3Þ 8.3456 [18] <0.13 μB
Ba2MgOsO6 51 −120ð1Þ 8.0586 [20] <0.11 μB
Ba2ZnOsO6 30 −149.0ð4Þ 8.0786 [20] <0.06 μB
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Kitaev interaction:  
all new is well-forgotten old

(simplified) Heisenberg model:

Ĥ = ∑
i>j

Jij
̂ ⃗Si

̂ ⃗Sj

Heisenberg model:

Ĥ = ∑
i>j

̂ ⃗Si

Jxx Jxy Jxz

Jyx Jyy Jyz

Jzx Jzy Jzz
ij

̂ ⃗Sj

• Symmetric anisotropic exchange 
• Dzyaloshinskii-Morya 
• Single-ion anisotropy

Spin-orbit coupling

Ising model, Kitaev model …

Alexei Kitaev = Алексей Китаев
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  + Common edge + ligand hopping  
= Kitaev exchange

jeff = 1/2

t2g

j1/2

j3/2 | jz
−1/2⟩ =

1

3
( |xy ↓ ⟩ + i |xz ↑ ⟩ − |yz ↑ ⟩)

| jz
1/2⟩ = −

1

3
( |xy ↑ ⟩ + i |xz ↓ ⟩ + |yz ↓ ⟩)

SOC

Superexchange:

but

NO conventional AFM superexchange!

J ∼
t2

U
H = ∑

i>j

Jij
̂ ⃗Si

̂ ⃗Sj

⟨ jz
1/2,a | ̂t | jz

−1/2,b⟩ = ⟨ jz
−1/2,a | ̂t | jz

1/2,b⟩ = 0

⟨ jz
1/2,a | ̂t | jz

1/2,b⟩ =
1
3

(i⟨yz ↓a | ̂t |xz ↓b ⟩ − i⟨xz ↓a | ̂t |yz ↓b ⟩ = (it − it) = 0

xz
yz

xz
yz

Let 1) Configuration t5
2g

4) Ligand-assisted hoppings only 
3) Common edge geometry
2) SOC is strong 

G. Jackeli, G. Khaliullin, PRL 102, 17205 (2009)
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  + Common edge + ligand hopping  
= Kitaev exchange

jeff = 1/2

xz
yz

xz
yz

Let 1) Configuration t5
2g

4) Ligand-assisted hoppings only 
3) Common edge geometry
2) SOC is strong 

G. Jackeli, G. Khaliullin, PRL 102, 17205 (2009)

Hoppings to empty orbitals  
(in hole representation)

j3/2

j1/2
jz
1/2

jz
−3/23λ

2

K ∼ −
t̃ 2

ddJH

U2
< 0Exchange between  

half-filled/empty orbitals

Analogue of

Next order:

Ĥij = KJz
i Jz

j

basal planez ⊥

Bond-depended anisotropic exchange

→ JSz
i Sz

j
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Na2IrO33) Ligand-assisted hoppings
4) SOC is strong

1) Configuration
2) Common edge geometry

t5
2g

G. Jackeli, G. Khaliullin, PRL 102, 17205 (2009)

SzSz

SySy
SxSx

• Exactly solvable
• Highly frustrated model

Kitaev materials (1st generation):

11

TABLE II. Summary of magnetic parameters for honeycomb
Na2IrO3, ↵-Li2IrO3, Li2RhO3, and ↵-RuCl3. The latter ma-
terial is discussed in section III B. See text for relevant refer-
ences.

Property Na2IrO3 ↵-Li2IrO3 Li2RhO3 ↵-RuCl3

µe↵ (µB) 1.79 1.83 2.03 2.0 to 2.7

⇥iso (K) ⇠ �120 �33 to �100 ⇠ �50 ⇠ +40

⇥ab (K) -176 ⇥ab > ⇥c � +38 to +68

⇥c (K) �40 � � �100 to �150

TN (K) 13� 18 ⇠ 15 (6) 7 to 14

Order Zigzag Spiral Glassy Zigzag

k-vector (0, 1, 1
2 ) (0.32, 0, 0) � (0, 1, 1

2 )

tion include large release of the magnetic entropy above
TN

113 and significant reduction in the ordered moments,
0.22(1)µB in Na2IrO3

76 and 0.40(5)µB in ↵-Li2IrO3,109

both well below 1µB expected for je↵ = 1
2 , although co-

valency e↵ects should also play a role here.

Below TN , Na2IrO3 develops zigzag order76,110 with
the propagation vector k = (0, 1, 1

2 ) and spins lying at the
intersection of the crystallographic ac-plane, and the cu-
bic xy-plane.114 The onset of long-range magnetic order
below TN ⇡ 15 K is also confirmed via zero-field muon-
spin rotation experiments.77 This zigzag state may arise
from several microscopic scenarios, including Heisenberg
interactions beyond nearest neighbors,115 leading to sig-
nificant discussion regarding the underlying magnetic in-
teractions in Na2IrO3. Experimentally, di↵use resonant
x-ray scattering has provided direct evidence for the rele-
vance of the Kitaev terms in the spin Hamiltonian by pin-
pointing predominant correlations between Sx, Sy, and
Sz components on di↵erent bonds of the honeycomb.114

From the theoretical perspective, there have been
several ab-initio calculations seeking to establish pa-
rameters of the je↵ = 1

2 spin Hamiltonian, employ-
ing di↵ering methods from fully ab-initio quantum
chemistry methods41 to perturbation theory42 and ex-
act diagonalization43 (based on hopping integrals de-
rived from DFT and experimental Coulomb parame-
ters). These results are summarized in Table III, and
reviewed in Ref. 43. Initially, the observation of zigzag
magnetic order and an antiferromagnetic Weiss constant
led to the suggestion that the Kitaev term may become
antiferromagnetic.22 Indeed, a ferromagnetic Kitaev term
is not compatible with zigzag order within the pure near-
est neighbour Heisenberg-Kitaev model that was featured
in many early theoretical works.21,26,29 However, the ab-
initio results tell a di↵erent story.

In accordance with the original work of Jackeli and
Khaliullin, the dominant oxygen-assisted hopping leads
to a large ferromagnetic nearest neighbour Kitaev inter-
action (K1 < 0). This is supplemented by several smaller
interactions, which enforce the zigzag order, moment di-
rection, and ⇥ < 0. The most significant of such in-

TABLE III. Bond-averaged values of the largest magnetic
interactions (in units of meV) within the plane for Na2IrO3

computed using various methods. “Pert. Theo.” refers to sec-
ond order perturbation theory, “QC” = quantum chemistry
methods, “ED” = exact diagonalization.

Method J1 K1 �1 �0
1 K2 J3

Pert. Theo.42 +3.2 �29.4 +1.1 �3.5 �0.4 +1.7

QC (2-site)41 +2.7 �16.9 +1.0 � � �

ED (6-site)43 +0.5 �16.8 +1.4 �2.1 �1.4 +6.7

teractions is expected to be a third neighbour Heisen-
berg (J3 > 0) term coupling sites across the face of each
hexagon.41,43 This interaction is estimated to be as much
as 30% of the Kitaev exchange, as suggested by early
analysis of the magnetic susceptibility.35 The direction of
the ordered moment is then selected54 by the o↵-diagonal
�1 and �0

1 terms, on the order of 10% of K1. The order-
ing wavevector, parallel to the b-axis within the plane, is
favoured by small bond-dependency of the Kitaev term,
i.e. |KZ

1 | > |KX,Y

1 |. In this sense, the key aspects of the
magnetic response of Na2IrO3 appear to be well under-
stood: the Jackeli-Khaliullin mechanism applies, leading
to dominant Kitaev interactions at the nearest neighbour
level. However, zigzag magnetic order is ultimately es-
tablished at low temperatures by additional interactions.

In the case of ↵-Li2IrO3, indications for anisotropic
bond-dependent interactions are ingrained in the spin ar-
rangement itself. The Néel temperature of about 15K
marks a transition to an incommensurate state,109 with
the propagation vector k = (0.32(1), 0, 0). RXS studies
have established that the magnetic structure is described
by the basis vector combination (�iAx, Fy,�iAz) that in
real space corresponds to counter-rotating spirals for the
Ir1 and Ir2 atoms in the unit cell (shown in Fig. 21).109

This counter-rotation requires a large Kitaev term in the
spin Hamiltonian, but leaves a multiple choice for other
interactions.109

There have been at least two proposals consistent
with the observed order. The authors of Ref. 48 noted
that the spiral state might emerge from significantly
bond-dependent interactions allowed within the crystal-
lographic C2/m symmetry. They introduced a three pa-
rameter (J,K, Ic) Hamiltonian, where Ic controls the de-
gree of bond-dependence; this is equivalent to the choice
(J1,K1) = (J,K) for the nearest neighbour X- and Y-
bonds, while (J1,K1,�1) = (J + 1

2Ic,K � 1
2Ic,�

1
2Ic) for

the Z-bond. For dominant ferromagnetic Kitaev K < 0
and bond-dependent Ic < 0 terms, the ground state was
found to be an incommensurate state consistent with the
experiment. This view was challenged by the authors
of Ref. 49, who argued that incommensurate states also
arise in the Kitaev materials if the bond-dependence is
removed, but the o↵-diagonal �1 > 0 and large K1 < 0
couplings are retained on all bonds. Indeed, the bond-
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ing di↵ering methods from fully ab-initio quantum
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ters). These results are summarized in Table III, and
reviewed in Ref. 43. Initially, the observation of zigzag
magnetic order and an antiferromagnetic Weiss constant
led to the suggestion that the Kitaev term may become
antiferromagnetic.22 Indeed, a ferromagnetic Kitaev term
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initio results tell a di↵erent story.
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teractions is expected to be a third neighbour Heisen-
berg (J3 > 0) term coupling sites across the face of each
hexagon.41,43 This interaction is estimated to be as much
as 30% of the Kitaev exchange, as suggested by early
analysis of the magnetic susceptibility.35 The direction of
the ordered moment is then selected54 by the o↵-diagonal
�1 and �0

1 terms, on the order of 10% of K1. The order-
ing wavevector, parallel to the b-axis within the plane, is
favoured by small bond-dependency of the Kitaev term,
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1 |. In this sense, the key aspects of the
magnetic response of Na2IrO3 appear to be well under-
stood: the Jackeli-Khaliullin mechanism applies, leading
to dominant Kitaev interactions at the nearest neighbour
level. However, zigzag magnetic order is ultimately es-
tablished at low temperatures by additional interactions.

In the case of ↵-Li2IrO3, indications for anisotropic
bond-dependent interactions are ingrained in the spin ar-
rangement itself. The Néel temperature of about 15K
marks a transition to an incommensurate state,109 with
the propagation vector k = (0.32(1), 0, 0). RXS studies
have established that the magnetic structure is described
by the basis vector combination (�iAx, Fy,�iAz) that in
real space corresponds to counter-rotating spirals for the
Ir1 and Ir2 atoms in the unit cell (shown in Fig. 21).109

This counter-rotation requires a large Kitaev term in the
spin Hamiltonian, but leaves a multiple choice for other
interactions.109

There have been at least two proposals consistent
with the observed order. The authors of Ref. 48 noted
that the spiral state might emerge from significantly
bond-dependent interactions allowed within the crystal-
lographic C2/m symmetry. They introduced a three pa-
rameter (J,K, Ic) Hamiltonian, where Ic controls the de-
gree of bond-dependence; this is equivalent to the choice
(J1,K1) = (J,K) for the nearest neighbour X- and Y-
bonds, while (J1,K1,�1) = (J + 1

2Ic,K � 1
2Ic,�

1
2Ic) for

the Z-bond. For dominant ferromagnetic Kitaev K < 0
and bond-dependent Ic < 0 terms, the ground state was
found to be an incommensurate state consistent with the
experiment. This view was challenged by the authors
of Ref. 49, who argued that incommensurate states also
arise in the Kitaev materials if the bond-dependence is
removed, but the o↵-diagonal �1 > 0 and large K1 < 0
couplings are retained on all bonds. Indeed, the bond-

• Quantum spin-liquid (based on Ising model)
• Fractionalized excitations (Majoranas)

Possible candidates for Kitaev physics 
(1st generation)

Kitaev model

Kitaev Ann. Phys. 321, 2 (2006)

Ĥ = − ∑
⟨ij⟩γ

Kγ
̂Sγ
i

̂Sγ
j

?
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Kitaev model: classical variant

SzSz

SySy

SxSx

H = − Kx ∑
x bonds

Sx
i Sx

j − Ky ∑
y bonds

Sy
i Sy

j − Kz ∑
z bonds

Sz
i Sz

j = − ∑
⟨ij⟩γ

KγS
γ
i Sγ

j

γ = {x, y, z}

• Spins are strongly frustrated
• Spins can’t order even at T = 0

Features of classical Kitaev model
?
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1. � � � � � � � �

� � ����� � ������ ����� ���������, ��������� � ��� � ��������
������, �� ��� ��  ����� �� � ���. � �� �� ������  � �� — ������� (� � �)
�������� ���� �������, ������� �� � ������������� ������ � ���������
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��� ��� � �������� ������ ����������� ������������, ��������� ������
�������� ������� ���������������������� (���������) ��������������,
� ���� ������� ���������� ��������� �� ������� ��������  � ���� ������
��� ������ ��������� � �. �. � ��������  �� ����� ���� � ��������  �� �����
������, ����������� � �� ������� ����������, � �� � ����, ���� � ����
�� ������ � ��� ��, �� ������ �� � � ����� ��������� � ��� ������.

��� �� ����� �����������, ��� �� � ������� ���� � �� �������������
����� ������� �� �� � ����, � ������� �� ���� � �� — ������� ������ �����
�� �� � ���������  ����, �� ������  ��������� �� ������ ��������� ��, ��
� ��������� ��������. �  ����  �������, �������� ��������������, �����
��� ��� ��� ����������, ����� � ���� �������� �� � �������� �������� ��

1982 �. ������ ���  136, ���. 4

�� � �� �  � � � � � �� � � � � �� �
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� ���� � � � � �  � ���� � � �

� . � . ������, � . � . �������

� � � � � � � � � �

1. �������� 621
2. � �������������� ��� �  � ���������� 622
3. � � ���� � �� — ������� ��� ����������� �� ������� � ����������� � �

�� ���� � �� — ������� 626
�) � � ���� � �� — ������� ��� �������������� ������ (626). �) ���� ���
�������� ��������������� ����� � ��������������� �� �������� (630).
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1. � � � � � � � �

� � ����� � ������ ����� ���������, ��������� � ��� � ��������
������, �� ��� ��  ����� �� � ���. � �� �� ������  � �� — ������� (� � �)
�������� ���� �������, ������� �� � ������������� ������ � ���������
�� �  ��������� � �  ���������� : ���������� ������ ���������� ��� �������
��� ��� � �������� ������ ����������� ������������, ��������� ������
�������� ������� ���������������������� (���������) ��������������,
� ���� ������� ���������� ��������� �� ������� ��������  � ���� ������
��� ������ ��������� � �. �. � ��������  �� ����� ���� � ��������  �� �����
������, ����������� � �� ������� ����������, � �� � ����, ���� � ����
�� ������ � ��� ��, �� ������ �� � � ����� ��������� � ��� ������.

��� �� ����� �����������, ��� �� � ������� ���� � �� �������������
����� ������� �� �� � ����, � ������� �� ���� � �� — ������� ������ �����
�� �� � ���������  ����, �� ������  ��������� �� ������ ��������� ��, ��
� ��������� ��������. �  ����  �������, �������� ��������������, �����
��� ��� ��� ����������, ����� � ���� �������� �� � �������� �������� ��

660 �. � . � �����, �. � . �� � � � � �

���� — � �����, � � �� � ����� �������� � � � ������� ��� � �� ������ �� � �
�� �  ����. � �� ������ �  ���� ����� � ��� � � ������� � ��� ������ �� (�����
��� � � ��������� � � � � ���� � ��� �������������� ������ � �� �� ����� � ����
��� � � � ������� U2> U 3 ) .

� ����� �� ������ ��� � =^= 1 ��� t ~ U � ���� �������� ���� ��� � �
������������� ������� � . � � � � � ������� � ��  ������ ������� ����� � �����
�� ��������� �� ����� ����� ������ �� � � � �� �� ��� �� ����. � �� ��������
� ��. 8, � ����  ������ ������ �������� � «����� � ������» ������, �����
� �� � �� �  ���� ��������� ���� �  S � �, � �������� � � � ������� � �  �����
����������� �, � ���� �������, �� ������������ �� ����������. � �������
�������, � ���� ������� ����������� ������ � ��� ������ ���� ���, ����� � �
����� ������������ � ����� ������� � ��� � �������� � ���� � � ���������.
� ��, ������ � ����� ������ � ��� ������ ���� �

�  = 2 {JiStSj + JtfiXj + JaStSfCtX,) (33)
i. }

� ������, ����� ���������� S � � — �����������, ��������� � �������
� � ���� — ������� 1 14, ��� ������� ������ ���������� ��� �������� ��
����������� (��., ��������, 1 1 5 ) . ���� �� ���������� 5 � � (��� ����
�� ���) — ����������������, �������� �� � ���� ���. � �� ����� ������
� ������� 1 1 � · 1 1 7 �������� ������ � ������ ����� ������������������ ����
� � ������ ����� ���������� �����; � ������ 8 8 ����������� ������� ����
���� �� ���� ������ ��� ������� ���������� ���� — �  2J S\ (� � . ��. 8).

�

����� ����� ����� ������ �� � ���� ��� ������������ ������ � �����
� ���������  ���� � ����������  ������ 1 18,1 18, � ����� ��� ������ (33)
� ������ ���������� ������� ������������ ������ S � � � . ����� �� � ���
����� ���������� ���������������� ������ ���� (33) ��� ��� ����������
�������������� 120.

����������� �������� �� ���� ���� ����������� ������� �� �� � ��
���� ������� � ���, ��� ����� ���� ��� ��������� �������: S, � � � = Sx �
�������������� ������  ����� ���� Sxr\ = const. �  �����������  ��������
��� ��� ��� ��������� ����������� �, � ���  ������� ������ ����� �����
���� ����������; ��� ���������������� �� ������ �������� � ���������
������ S � �, ��� ������������� ������������  ��������� ����� ����
��� 8 8 . 1 1 8 .

� � � ���� ����� ����� �������� ������, ����������� ������� � � ��
��� ������������ � �  ���������� — ��� ������, �������� � �� ���������
�� �  ������ ��� ���� �� ��� �����. � �� �������� � ��. 4, ����� �� � ���
������ ���� � �  ��� ��� �� ����  �, � � �. �  ������� � ��  �������� ��� ��
����������� ��� ��������������  ����

�  = / ( �  �?�?+ �  � � + � �?��), (34)
('·«< <*·'">* <«·?*>*

��� �� ���� (i, ])�� ViZ ���������� ��� �  i, j , ������� � �� � � � �� ��� � �, �
� �, ��������������. � ��� ���� � ��������� � �� � ��� ���� �������� ��� � �
��� ������� � , � ���� �  �� � ������ ����������� ��� � ���. ��� «����������»
� ����� (34) 1 2 1 � ���� � ���� �� � ��� � ������ � �  �������������� � �  ���� � ��
��������� , � �������� ��, �� � � ��������� ��������� ������� ��, ����� � :
��� �  �� ��� �, ��� � � � , ����� � � ������� ���� �  �� �, (��) �  0, � �� ��� � �
��� ������ �� ��� � ����� ��������� ���� �  �� ��� (��. ��� � � 1 2 2 ) . � �����
�� �  ��� � � � �� � � ��������� ������������ ������ �  — �� � ����� �� ����
���� � � ������� («��� �����»). � �� ���� , � ������� �� ���������� ������ � ,
�������� ���� ����� � ����� ����� ����� �  �� � � ��������� ��. � �������
������, � ���������� ������� ������ ���� ������ �� �������: ��� �������
������� «��� � ������» � ������������ �� ��������� � �  �������. � �� ����
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Majorana fermions

(Dirac) fermions:  and a a†

Majorana fermions  
    (majoranas)

c1 = a + a†

c2 = − i(a − a†)
c†

1 = a† + a = c1

c†
2 = i (a − a†)† = − i (a − a†) = c2

Majoranas:                 (1)   c† = c
(3)    if cjci = − cicj j ≠ i

(2)   c2 = 1

Spins can be expressed be expressed via 
two (conventional) fermions: a, a†

̂ ⃗Si =
1
2 ∑

σσ′ 

a†
iσ ⃗σσσ′ aiσ′ , σ, σ′ = ↑ , ↓

Spin operators can be expressed*  
via four majoranas: 

bx, by, bz, c

They can be constructed from the real or imaginary 
part of more common complex fermions. Hence, one 
complex fermion mode, described by operators a and a†,  
gives rise to two Majorana modes, for example, 

†f a a= ( + )1  and †f i a a= ( − )2 . Spin fractionalization 
— making the substitution S b c=j

γ i
j
γ

j2 , where bjγ  and 
cj represent four Majorana modes with the constraint 
b b b c = 1j
x

j
y

j
z

j  — preserves both the S = 1/2 algebra and 
the local 2D Hilbert space. Most importantly, this choice 
of Majorana representation transforms the Kitaev model 
into a fermionic form that explicitly and conveniently 

reflects the flux-operator conservation law, key for the 
exact solution. In other words,

∑H K u c c=− 1
4 (2)

ij
γ ij

γ
i j

< > γ( )

where the bond operators u b b=ij
γ

i
γ

j
γ have eigenvalues 

±i and their product around a hexagon determines  
the flux W = ±1l m− . The operators uij

γ commute with the 
Hamiltonian and therefore are conserved. The Majorana 
fermions associated with bγ are immobile owing to this 
conservation but control the sign of hopping of the 
Majorana fermions associated with c (FIG. 1d). uij

γ is an 
emergent Z2 gauge field and determines the phase of the 
nearest-neighbour tunnelling integral of c-Majoranas, 
often termed matter fermions (FIG. 1d). In each flux 
sector, the gauge is fixed, and the operators uij

γ can be 
replaced by numbers ±i.

The ground state is flux-free, that is, all uij
γ  are  

equal, and matter fermions can coherently prop-
agate through the honeycomb lattice, minimizing  
their kinetic energy. The corresponding dispersion 
is obtained by diagonalizing the quadratic (non- 
interacting) fermionic Hamiltonian after setting 
all u i=ij

γ . The spectrum is of Dirac type28, with all 
states appearing in pairs corresponding to posi tive 
and negative eigenvalues: E ε Δ= ± +k k k

2 2 , where 
⋅ ⋅k a k bε K K cos K cos= 2[ − ( )− ( )]k z x y , ⋅k aΔ K= 2[ sin( )k x  

⋅k bK+ sin( )]y , where k denotes quasi-momentum  
vectors and a and b are honeycomb lattice vectors. 
The spectrum is gapless for weakly anisotropic coup-
ling constants; a gap opens when one of the couplings 
becomes larger than the sum of the remaining two. 
In the gapless phase, the Dirac point can acquire a finite 
gap by time-reversal symmetry-breaking perturbations. 
For example, an external magnetic H field induces a 
Majorana gap ΔM ≈ HxHyHz/K 2, in which the exchange 
couplings are set equal K K K K( = = = )x y z

21.
The elementary excitations predicted for the Kitaev 

QSL mirror the fractionalization of spins, as discussed 
in this Review. Following the original exact solution, 
various physical observables such as the dynamic spin 
structure factor29 and Raman response30,31 have been 
computed exactly. The low-energy spin excitations are 
localized because they consist of not only itinerant but 
also immobile Majorana fermions, which emerge as a 
Q-independent spin response with an excitation gap 
in the spin structure factor29. The low-energy Raman 
response captures the fermionic excitations as the result 
of fractionalization. Thanks to a newly implemented 
numerical algorithm, especially designed for Majorana 
systems, the thermodynamics of the model have become 
accessible over almost the full temperature range32.  
In the specific heat C(T), the fractionalization of spins 
appears as the presence of two well-separated peaks: one 
at a high temperature corresponding to the itinerant 
Majorana fermions and the other at a low temperature 
corresponding to flux ordering of the localized Majorana 
fermions. Each peak carries an entropy of 50% of Rln2.  
A half-quantized thermal Hall conductivity κxy associ-
ated with the chiral edge state of Majorana fermions, 
κxy/T = z(π/6)(kB

2/ħ), has been theoretically predicted21,33, 
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Fig. 1 | The Kitaev model. a | The S = 1/2 spins on a honeycomb lattice with bond- 
dependent Ising interactions. The green bonds have easy axes parallel to the x axis, 
the blue to the y axis and the red to the z axis. The product of six spins around each 
hexagonal loop forms a conserved quantity =−W S S S S S S2 z x y z x y

1 6
6

1 2 3 4 5 6  with eigenvalues  
W = ±1, defining Z2 flux through the hexagons. b | A Kitaev quantum-spin-liquid state can 
be thought of as a quantum superposition of entangled states with different distributions 
of spin-paired ‘happy’ bonds. c | A real spin fractionalizes into two kinds of Majorana 
fermions. bγ Represents the three localized Majorana fermions, and c represents the one 
itinerant Majorana fermion. d | Emergent Majorana fermions on the honeycomb lattice. 
The solid lines depict the conserved bond variables =γ γ γu b bij i j of localized fermions with 
their imaginary eigenvalues ±i, which control the phase of the c fermion hopping 
amplitude. Their product around each hexagonal loop measures the Z2 flux as 

=−W u u u u u uy z x y z x
1 6 12 23 34 45 56 67. γ = x, y, z.
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Sγ
i =

i
2

bγ
i ci

x

y
z

*commutation relations for Pauli matrixes are conserved, if additional constraint  is appliedbxbybzc = 1
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Kitaev model: quantum case

Kitaev model via 
majoranas Ĥ = − ∑

⟨ij⟩γ

Kγ
̂Sγ
i

̂Sγ
j =

1
4 ∑

⟨ij⟩γ

Kγb
γ
i bγ

j cicj

uγ
iju

γ
ij = bγ

i bγ
j bγ

i bγ
j = − 1 ⇒ uγ

ij = ± i

±i

±i ±i

±i ±i

±i

They can be constructed from the real or imaginary 
part of more common complex fermions. Hence, one 
complex fermion mode, described by operators a and a†,  
gives rise to two Majorana modes, for example, 

†f a a= ( + )1  and †f i a a= ( − )2 . Spin fractionalization 
— making the substitution S b c=j

γ i
j
γ

j2 , where bjγ  and 
cj represent four Majorana modes with the constraint 
b b b c = 1j
x

j
y

j
z

j  — preserves both the S = 1/2 algebra and 
the local 2D Hilbert space. Most importantly, this choice 
of Majorana representation transforms the Kitaev model 
into a fermionic form that explicitly and conveniently 

reflects the flux-operator conservation law, key for the 
exact solution. In other words,

∑H K u c c=− 1
4 (2)

ij
γ ij

γ
i j

< > γ( )

where the bond operators u b b=ij
γ

i
γ

j
γ have eigenvalues 

±i and their product around a hexagon determines  
the flux W = ±1l m− . The operators uij

γ commute with the 
Hamiltonian and therefore are conserved. The Majorana 
fermions associated with bγ are immobile owing to this 
conservation but control the sign of hopping of the 
Majorana fermions associated with c (FIG. 1d). uij

γ is an 
emergent Z2 gauge field and determines the phase of the 
nearest-neighbour tunnelling integral of c-Majoranas, 
often termed matter fermions (FIG. 1d). In each flux 
sector, the gauge is fixed, and the operators uij

γ can be 
replaced by numbers ±i.

The ground state is flux-free, that is, all uij
γ  are  

equal, and matter fermions can coherently prop-
agate through the honeycomb lattice, minimizing  
their kinetic energy. The corresponding dispersion 
is obtained by diagonalizing the quadratic (non- 
interacting) fermionic Hamiltonian after setting 
all u i=ij

γ . The spectrum is of Dirac type28, with all 
states appearing in pairs corresponding to posi tive 
and negative eigenvalues: E ε Δ= ± +k k k

2 2 , where 
⋅ ⋅k a k bε K K cos K cos= 2[ − ( )− ( )]k z x y , ⋅k aΔ K= 2[ sin( )k x  

⋅k bK+ sin( )]y , where k denotes quasi-momentum  
vectors and a and b are honeycomb lattice vectors. 
The spectrum is gapless for weakly anisotropic coup-
ling constants; a gap opens when one of the couplings 
becomes larger than the sum of the remaining two. 
In the gapless phase, the Dirac point can acquire a finite 
gap by time-reversal symmetry-breaking perturbations. 
For example, an external magnetic H field induces a 
Majorana gap ΔM ≈ HxHyHz/K 2, in which the exchange 
couplings are set equal K K K K( = = = )x y z

21.
The elementary excitations predicted for the Kitaev 

QSL mirror the fractionalization of spins, as discussed 
in this Review. Following the original exact solution, 
various physical observables such as the dynamic spin 
structure factor29 and Raman response30,31 have been 
computed exactly. The low-energy spin excitations are 
localized because they consist of not only itinerant but 
also immobile Majorana fermions, which emerge as a 
Q-independent spin response with an excitation gap 
in the spin structure factor29. The low-energy Raman 
response captures the fermionic excitations as the result 
of fractionalization. Thanks to a newly implemented 
numerical algorithm, especially designed for Majorana 
systems, the thermodynamics of the model have become 
accessible over almost the full temperature range32.  
In the specific heat C(T), the fractionalization of spins 
appears as the presence of two well-separated peaks: one 
at a high temperature corresponding to the itinerant 
Majorana fermions and the other at a low temperature 
corresponding to flux ordering of the localized Majorana 
fermions. Each peak carries an entropy of 50% of Rln2.  
A half-quantized thermal Hall conductivity κxy associ-
ated with the chiral edge state of Majorana fermions, 
κxy/T = z(π/6)(kB

2/ħ), has been theoretically predicted21,33, 
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Fig. 1 | The Kitaev model. a | The S = 1/2 spins on a honeycomb lattice with bond- 
dependent Ising interactions. The green bonds have easy axes parallel to the x axis, 
the blue to the y axis and the red to the z axis. The product of six spins around each 
hexagonal loop forms a conserved quantity =−W S S S S S S2 z x y z x y

1 6
6

1 2 3 4 5 6  with eigenvalues  
W = ±1, defining Z2 flux through the hexagons. b | A Kitaev quantum-spin-liquid state can 
be thought of as a quantum superposition of entangled states with different distributions 
of spin-paired ‘happy’ bonds. c | A real spin fractionalizes into two kinds of Majorana 
fermions. bγ Represents the three localized Majorana fermions, and c represents the one 
itinerant Majorana fermion. d | Emergent Majorana fermions on the honeycomb lattice. 
The solid lines depict the conserved bond variables =γ γ γu b bij i j of localized fermions with 
their imaginary eigenvalues ±i, which control the phase of the c fermion hopping 
amplitude. Their product around each hexagonal loop measures the Z2 flux as 

=−W u u u u u uy z x y z x
1 6 12 23 34 45 56 67. γ = x, y, z.
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where Jij is the isotropic Heisenberg coupling, Dij is
the Dzyalloshinskii-Moriya (DM) vector, and �ij is the
symmetric pseudo-dipolar tensor. Realization of the
pure Kitaev model requires that Jij ,Dij ! 0 for ev-
ery bond, while only one component of the �ij tensor
remains nonzero (i.e. �zz 6= 0 for the Z-bond). At first,
such strict conditions may appear di�cult to engineer
in real materials, particularly because the leading contri-
butions to the interactions obtained in lowest orders of
perturbation theory in t/U are known to satisfy a hidden
symmetry19,20 �ij / Dij⌦Dij . That is, for bonds where
the DM interaction is vanishing, the coupling tends to be
dominated by the isotropic Jij Heisenberg terms.

It is in this context that the importance of the seminal
observation of Jackeli and Khaliullin4 can be understood.
They showed, for idealized edge-sharing octahedra with
inversion symmetry, that (i) all leading order contribu-
tions to the interactions vanish, (ii) Jij and Dij are iden-
tically zero up to the next higher order, and (iii) the only
nonzero component of �ij arising from higher order ef-
fects is precisely the desired Kitaev term. This amazing
insight spawned the entire field of research reviewed in
this work.

In particular, Jackeli and Khaliullin considered the
case where hopping between edge-sharing metal sites oc-
curs only via hybridization with the intervening ligand
p-orbitals. In this case, the hopping paths shown in
Fig. 2(b) interfere, so that hopping of holes between
je↵ = 1

2 states vanishes. In fact, the only relevant hop-
ping takes a hole from a je↵ = 1

2 state to an mj = ± 3
2

component of the je↵ = 3
2 quartet on an adjacent site

(Fig. 2(c)). In such a virtual configuration, with two
holes on a given site, Hund’s coupling (JH) acts between
the je↵ = 1

2 and excited 3
2 moments, ultimately gener-

ating ferromagnetic interactions in the ground state /
t
2
JH/U

2. Importantly, since only the extremal mj = ± 3
2

components contribute, these couplings become Ising-like
S
�

i
S
�

j
, with principle axis (�) perpendicular to the plane

of the bond. This renders precisely the desired Kitaev
interaction. For edge-sharing octahedra, the three bonds
emerging from each metal site naturally have orthogonal
Ising axes.

While experimental studies, reviewed below, demon-
strate the validity of Jackeli and Khaliullin’s observa-
tions, it remains essential to understand the modifica-
tions to the Jackeli-Khaliullin picture in real materials.
Deviations from the ideal scenario result in a variety of
complex phenomena.

C. Extensions for Real Materials

Microscopically, plausible extensions of the Jackeli-
Khaliullin mechanism to real materials are based mostly
on two observations: (i) a more accurate consideration
of the coupling on each bond must include the e↵ects of
local distortions of the crystal field, direct d-d hopping,
and mixing with higher lying states outside the t2g man-

ifold, and (ii) the 4d and 5d orbitals are spatially rather
extended, which may generate substantial longer-range
exchange beyond nearest neighbours. In this section, we
review the current understanding of each of these e↵ects.

In the most general case, anisotropic magnetic inter-
actions between sites i and j is described by the Hamil-
tonian:

Hij = Si · Jij · Sj (7)

where Jij is a 3⇥ 3 exchange tensor. There are di↵erent
schemes to parametrize this tensor, which are appropri-
ate for di↵erent local symmetries. Assuming local C2h

symmetry of the ij-bond, the convention is to write the
interactions:

Hij = Jij Si · Sj +Kij S
�

i
S
�

j
+ �ij

⇣
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j
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i
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i
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i
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⌘
(8)

where {↵,�, �} = {y, z, x}, {z, x, y} and {x, y, z}, for the
X-, Y-, and Z-bonds, respectively. For lower symmetry
local environments, further terms may also be required
to fully parameterize the interactions. For example, a
finite Dzyalloshinskii-Moriya interaction Dij · (Si ⇥ Sj)
is symmetry permitted for second-neighbour interactions
in all Kitaev candidate lattices, as well as certain first-
neighbour bonds in the 3D materials.

Before reviewing the origin of these additional interac-
tions, we remark that the phase diagram of Eq. (8) has
been studied in detail in various parameter regimes. The
first works considered the simplest extension to Kitaev’s
model on the honeycomb lattice, namely the addition
of a nearest neighbour J1 term to yield the Heisenberg-
Kitaev (HK) model, which has now been studied at the
classical and quantum levels, both at zero,21–25 and finite
temperature,26–28 as well as finite magnetic field.29–31

The e↵ects of finite o↵-diagonal nearest-neighbour in-
teractions �1 and �0

1 were later considered,22,32,33 along
with longer range second neighbour Kitaev K2 terms,34

and Heisenberg J2, J3 interactions.35,36 These works have
revealed, in addition to the Kitaev spin-liquid states ap-
pearing for large nearest neighbour Kitaev |K1| interac-
tions, a complex variety of interesting magnetically or-
dered states, which are selected by the various compet-
ing anisotropic interactions. A relatively comprehensive
view of these phases, in relation to the real materials,
has now emerged from detailed analysis of the parameter
regimes thought to be relevant to various materials.37–43

The interested reader is referred to these works. Finally,
significant interest in Kitaev-like models on other lattices
has been prompted by the study of materials detailed in
sections III C and IV. For example, a variety of theoreti-
cal works focusing on the 3D honeycomb derivatives44–49

have now appeared, along with studies on the 2D trian-
gular lattice,50–52 and others.53

Kitaev-Heisenberg model
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into question the relevance of the Kitaev model for ↵-
RuCl3. In this sense, identifying the specific magnetic
interactions in ↵-RuCl3, and their relationship to the
high-energy continuum, has become a key challenge for
the field.

In the last several years, one of the major barriers
to understanding ↵-RuCl3 has been the wide variety of
claims regarding the magnetic interactions, as summa-
rized in Table V and Fig. 19. From the standpoint of the-
oretical approaches, discrepancies between various stud-
ies have arisen mainly from two factors: i) experimental
uncertainty regarding the crystal structure of ↵-RuCl3,
and ii) inherent complications that arise in the absence
of a small parameter, i.e. when � ⇠ � ⇠ JH . This latter
condition increases the sensitivity of ab-initio estimates
of the interactions to methodological details.

As with Na2IrO3, the first inelastic neutron
experiments161 on ↵-RuCl3 were analyzed in terms of
a Heisenberg-Kitaev model with K1 > 0 and J1 < 0, as
required to stabilize zigzag order in the absence of other
terms. However, such a combination of interactions is
impossible from a microscopic perspective; an antiferro-
magnetic K1 is only realized in conjunction with a large
o↵-diagonal �1 interaction, as both rely on large direct
metal-metal hopping. Interestingly, the first ab-initio
studies of ↵-RuCl3, carried out on the outdated P3112
structure, predicted precisely this situation.39,43,146 The
anomalously small Ru-Cl-Ru bond angle of 89� in this
structure likely overestimates direct hopping e↵ects, lead-
ing to K1 > 0, and |�1| ⇠ |J1| ⇠ |K1|. However, since
the availability of the updated C2/m or R3̄ structures,
all ab-initio estimates have been in line with the origi-
nal Jackeli-Khaliullin mechanism.39,43,146,175 That is, K1

is expected to be ferromagnetic, and to represent the
largest term in the Hamiltonian. This is likely supple-
mented primarily by a large �1 > 0 with |�1/K1| ⇠ 0.5,
which leads to the observed anisotropy in the Weiss con-
stant ⇥. These conclusions are strongly supported by the
analysis of Ref. 176, which demonstrated close theoreti-
cal agreement with the observed neutron response, when
such terms are included.

In Ref. 176, the authors also o↵ered an alternative
interpretation of the observed neutron spectra. They
noted that the presence of o↵-diagonal �1 interactions
lifts underlying symmetries that would otherwise pro-
tect conventional magnon excitations. In the absence of
such symmetries, the magnons may decay into a broad
continuum of multi-magnon states, with characteristics
matching the continuum observed in ↵-RuCl3. Since
this e↵ect occurs independent of proximity to the Ki-
taev spin-liquid, the authors concluded that proximity
to the Kitaev state does not appear necessary to explain
the unconventional continuum in ↵-RuCl3 – in contrast
with previous assertions.148,161 In fact, strong damping
of the magnons should be considered a general feature of
anisotropic magnetic interactions, suggesting similar ex-
citation continua may appear in all materials discussed
in this review. An interesting question is to what ex-

4
2

3

6

7

5

8

1

9

experimental analysis

ab-initio: P3112

ab-initio: C2/m

ab-initio: relaxed struct.

FIG. 19. Phase diagram of the (J1,K1,�1) model (with
J3 = 0) from Ref. 176, using J1 = cos� sin ✓,K1 = sin� sin ✓,
and �1 = cos ✓. Here, “FM” = ferromagnet, “AFM” =
Neel antiferromagnet, “IC” = incommensurate spiral, “SS” =
stripy order, and the white regions near ✓ = ⇡/2,� = ±⇡/2
are the Kitaev spin-liquids. Reported interactions for ↵-
RuCl3 in Table V are marked by numbered points, corre-
sponding to references: (1)161, (2)146, (3)39, (4)43, (5)146,
(6)43, (7)39, (8)175, and (9)176. For (5), the range of val-
ues for various relaxed structures is indicated. Although the
interactions in the real material are still under debate, the
most recent works (5-9) agree K1 < 0, with �1 > 0.

tent such overdamped magnons resemble the Majorana
excitations of the pure Kitaev model?16

Finally, we note that more recent interest has turned
to the response of ↵-RuCl3 in an external magnetic
field, which suppresses the zigzag order at roughly
Bc ⇠ 7 T for in-plane fields.139 Interest in the high-
field phase is partially motivated by predictions of a
field-induced spin-liquid state.39 A picture of this high-
field state is now emerging from neutron,177 NMR,178,179

specific heat,177,178,180 magnetization,139,149 and ther-
mal transport measurements.181,182 In the vicinity of the
critical field, phononic heat transport is strongly sup-
pressed, indicating a multitude of low-lying magnetic
excitations consistent with the closure of an excitation
gap.181,182 This result is supported both by specific heat
data177,178,180 and a strong increase of the NMR relax-
ation rate near Bc at low temperatures.178 The closure
of the gap likely demonstrates the existence of a field-
induced quantum critical point, which has been suggested
to be of Ising type180 based on the magnetic interactions
of Ref. 176. For B > Bc, NMR,178 thermal transport,181

and specific heat177,178,180 measurements all demonstrate
the opening of an excitation gap that increases linearly
with field. In this field range, the specific heat shows
no peak on decreasing the temperature, which has been
suggested as evidence that this gapped state is a spin-

Possible candidates for Kitaev physics 
(1st generation)

Spin liquid

Experimental results
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TABLE II. Summary of magnetic parameters for honeycomb
Na2IrO3, ↵-Li2IrO3, Li2RhO3, and ↵-RuCl3. The latter ma-
terial is discussed in section III B. See text for relevant refer-
ences.

Property Na2IrO3 ↵-Li2IrO3 Li2RhO3 ↵-RuCl3

µe↵ (µB) 1.79 1.83 2.03 2.0 to 2.7

⇥iso (K) ⇠ �120 �33 to �100 ⇠ �50 ⇠ +40

⇥ab (K) -176 ⇥ab > ⇥c � +38 to +68

⇥c (K) �40 � � �100 to �150

TN (K) 13� 18 ⇠ 15 (6) 7 to 14

Order Zigzag Spiral Glassy Zigzag

k-vector (0, 1, 1
2 ) (0.32, 0, 0) � (0, 1, 1

2 )

tion include large release of the magnetic entropy above
TN

113 and significant reduction in the ordered moments,
0.22(1)µB in Na2IrO3

76 and 0.40(5)µB in ↵-Li2IrO3,109

both well below 1µB expected for je↵ = 1
2 , although co-

valency e↵ects should also play a role here.

Below TN , Na2IrO3 develops zigzag order76,110 with
the propagation vector k = (0, 1, 1

2 ) and spins lying at the
intersection of the crystallographic ac-plane, and the cu-
bic xy-plane.114 The onset of long-range magnetic order
below TN ⇡ 15 K is also confirmed via zero-field muon-
spin rotation experiments.77 This zigzag state may arise
from several microscopic scenarios, including Heisenberg
interactions beyond nearest neighbors,115 leading to sig-
nificant discussion regarding the underlying magnetic in-
teractions in Na2IrO3. Experimentally, di↵use resonant
x-ray scattering has provided direct evidence for the rele-
vance of the Kitaev terms in the spin Hamiltonian by pin-
pointing predominant correlations between Sx, Sy, and
Sz components on di↵erent bonds of the honeycomb.114

From the theoretical perspective, there have been
several ab-initio calculations seeking to establish pa-
rameters of the je↵ = 1

2 spin Hamiltonian, employ-
ing di↵ering methods from fully ab-initio quantum
chemistry methods41 to perturbation theory42 and ex-
act diagonalization43 (based on hopping integrals de-
rived from DFT and experimental Coulomb parame-
ters). These results are summarized in Table III, and
reviewed in Ref. 43. Initially, the observation of zigzag
magnetic order and an antiferromagnetic Weiss constant
led to the suggestion that the Kitaev term may become
antiferromagnetic.22 Indeed, a ferromagnetic Kitaev term
is not compatible with zigzag order within the pure near-
est neighbour Heisenberg-Kitaev model that was featured
in many early theoretical works.21,26,29 However, the ab-
initio results tell a di↵erent story.

In accordance with the original work of Jackeli and
Khaliullin, the dominant oxygen-assisted hopping leads
to a large ferromagnetic nearest neighbour Kitaev inter-
action (K1 < 0). This is supplemented by several smaller
interactions, which enforce the zigzag order, moment di-
rection, and ⇥ < 0. The most significant of such in-

TABLE III. Bond-averaged values of the largest magnetic
interactions (in units of meV) within the plane for Na2IrO3

computed using various methods. “Pert. Theo.” refers to sec-
ond order perturbation theory, “QC” = quantum chemistry
methods, “ED” = exact diagonalization.

Method J1 K1 �1 �0
1 K2 J3

Pert. Theo.42 +3.2 �29.4 +1.1 �3.5 �0.4 +1.7

QC (2-site)41 +2.7 �16.9 +1.0 � � �

ED (6-site)43 +0.5 �16.8 +1.4 �2.1 �1.4 +6.7

teractions is expected to be a third neighbour Heisen-
berg (J3 > 0) term coupling sites across the face of each
hexagon.41,43 This interaction is estimated to be as much
as 30% of the Kitaev exchange, as suggested by early
analysis of the magnetic susceptibility.35 The direction of
the ordered moment is then selected54 by the o↵-diagonal
�1 and �0

1 terms, on the order of 10% of K1. The order-
ing wavevector, parallel to the b-axis within the plane, is
favoured by small bond-dependency of the Kitaev term,
i.e. |KZ

1 | > |KX,Y

1 |. In this sense, the key aspects of the
magnetic response of Na2IrO3 appear to be well under-
stood: the Jackeli-Khaliullin mechanism applies, leading
to dominant Kitaev interactions at the nearest neighbour
level. However, zigzag magnetic order is ultimately es-
tablished at low temperatures by additional interactions.

In the case of ↵-Li2IrO3, indications for anisotropic
bond-dependent interactions are ingrained in the spin ar-
rangement itself. The Néel temperature of about 15K
marks a transition to an incommensurate state,109 with
the propagation vector k = (0.32(1), 0, 0). RXS studies
have established that the magnetic structure is described
by the basis vector combination (�iAx, Fy,�iAz) that in
real space corresponds to counter-rotating spirals for the
Ir1 and Ir2 atoms in the unit cell (shown in Fig. 21).109

This counter-rotation requires a large Kitaev term in the
spin Hamiltonian, but leaves a multiple choice for other
interactions.109

There have been at least two proposals consistent
with the observed order. The authors of Ref. 48 noted
that the spiral state might emerge from significantly
bond-dependent interactions allowed within the crystal-
lographic C2/m symmetry. They introduced a three pa-
rameter (J,K, Ic) Hamiltonian, where Ic controls the de-
gree of bond-dependence; this is equivalent to the choice
(J1,K1) = (J,K) for the nearest neighbour X- and Y-
bonds, while (J1,K1,�1) = (J + 1

2Ic,K � 1
2Ic,�

1
2Ic) for

the Z-bond. For dominant ferromagnetic Kitaev K < 0
and bond-dependent Ic < 0 terms, the ground state was
found to be an incommensurate state consistent with the
experiment. This view was challenged by the authors
of Ref. 49, who argued that incommensurate states also
arise in the Kitaev materials if the bond-dependence is
removed, but the o↵-diagonal �1 > 0 and large K1 < 0
couplings are retained on all bonds. Indeed, the bond-
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into question the relevance of the Kitaev model for ↵-
RuCl3. In this sense, identifying the specific magnetic
interactions in ↵-RuCl3, and their relationship to the
high-energy continuum, has become a key challenge for
the field.

In the last several years, one of the major barriers
to understanding ↵-RuCl3 has been the wide variety of
claims regarding the magnetic interactions, as summa-
rized in Table V and Fig. 19. From the standpoint of the-
oretical approaches, discrepancies between various stud-
ies have arisen mainly from two factors: i) experimental
uncertainty regarding the crystal structure of ↵-RuCl3,
and ii) inherent complications that arise in the absence
of a small parameter, i.e. when � ⇠ � ⇠ JH . This latter
condition increases the sensitivity of ab-initio estimates
of the interactions to methodological details.

As with Na2IrO3, the first inelastic neutron
experiments161 on ↵-RuCl3 were analyzed in terms of
a Heisenberg-Kitaev model with K1 > 0 and J1 < 0, as
required to stabilize zigzag order in the absence of other
terms. However, such a combination of interactions is
impossible from a microscopic perspective; an antiferro-
magnetic K1 is only realized in conjunction with a large
o↵-diagonal �1 interaction, as both rely on large direct
metal-metal hopping. Interestingly, the first ab-initio
studies of ↵-RuCl3, carried out on the outdated P3112
structure, predicted precisely this situation.39,43,146 The
anomalously small Ru-Cl-Ru bond angle of 89� in this
structure likely overestimates direct hopping e↵ects, lead-
ing to K1 > 0, and |�1| ⇠ |J1| ⇠ |K1|. However, since
the availability of the updated C2/m or R3̄ structures,
all ab-initio estimates have been in line with the origi-
nal Jackeli-Khaliullin mechanism.39,43,146,175 That is, K1

is expected to be ferromagnetic, and to represent the
largest term in the Hamiltonian. This is likely supple-
mented primarily by a large �1 > 0 with |�1/K1| ⇠ 0.5,
which leads to the observed anisotropy in the Weiss con-
stant ⇥. These conclusions are strongly supported by the
analysis of Ref. 176, which demonstrated close theoreti-
cal agreement with the observed neutron response, when
such terms are included.

In Ref. 176, the authors also o↵ered an alternative
interpretation of the observed neutron spectra. They
noted that the presence of o↵-diagonal �1 interactions
lifts underlying symmetries that would otherwise pro-
tect conventional magnon excitations. In the absence of
such symmetries, the magnons may decay into a broad
continuum of multi-magnon states, with characteristics
matching the continuum observed in ↵-RuCl3. Since
this e↵ect occurs independent of proximity to the Ki-
taev spin-liquid, the authors concluded that proximity
to the Kitaev state does not appear necessary to explain
the unconventional continuum in ↵-RuCl3 – in contrast
with previous assertions.148,161 In fact, strong damping
of the magnons should be considered a general feature of
anisotropic magnetic interactions, suggesting similar ex-
citation continua may appear in all materials discussed
in this review. An interesting question is to what ex-

FIG. 19. Phase diagram of the (J1,K1,�1) model (with
J3 = 0) from Ref. 176, using J1 = cos� sin ✓,K1 = sin� sin ✓,
and �1 = cos ✓. Here, “FM” = ferromagnet, “AFM” =
Neel antiferromagnet, “IC” = incommensurate spiral, “SS” =
stripy order, and the white regions near ✓ = ⇡/2,� = ±⇡/2
are the Kitaev spin-liquids. Reported interactions for ↵-
RuCl3 in Table V are marked by numbered points, corre-
sponding to references: (1)161, (2)146, (3)39, (4)43, (5)146,
(6)43, (7)39, (8)175, and (9)176. For (5), the range of val-
ues for various relaxed structures is indicated. Although the
interactions in the real material are still under debate, the
most recent works (5-9) agree K1 < 0, with �1 > 0.
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ation rate near Bc at low temperatures.178 The closure
of the gap likely demonstrates the existence of a field-
induced quantum critical point, which has been suggested
to be of Ising type180 based on the magnetic interactions
of Ref. 176. For B > Bc, NMR,178 thermal transport,181

and specific heat177,178,180 measurements all demonstrate
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with field. In this field range, the specific heat shows
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into question the relevance of the Kitaev model for ↵-
RuCl3. In this sense, identifying the specific magnetic
interactions in ↵-RuCl3, and their relationship to the
high-energy continuum, has become a key challenge for
the field.

In the last several years, one of the major barriers
to understanding ↵-RuCl3 has been the wide variety of
claims regarding the magnetic interactions, as summa-
rized in Table V and Fig. 19. From the standpoint of the-
oretical approaches, discrepancies between various stud-
ies have arisen mainly from two factors: i) experimental
uncertainty regarding the crystal structure of ↵-RuCl3,
and ii) inherent complications that arise in the absence
of a small parameter, i.e. when � ⇠ � ⇠ JH . This latter
condition increases the sensitivity of ab-initio estimates
of the interactions to methodological details.

As with Na2IrO3, the first inelastic neutron
experiments161 on ↵-RuCl3 were analyzed in terms of
a Heisenberg-Kitaev model with K1 > 0 and J1 < 0, as
required to stabilize zigzag order in the absence of other
terms. However, such a combination of interactions is
impossible from a microscopic perspective; an antiferro-
magnetic K1 is only realized in conjunction with a large
o↵-diagonal �1 interaction, as both rely on large direct
metal-metal hopping. Interestingly, the first ab-initio
studies of ↵-RuCl3, carried out on the outdated P3112
structure, predicted precisely this situation.39,43,146 The
anomalously small Ru-Cl-Ru bond angle of 89� in this
structure likely overestimates direct hopping e↵ects, lead-
ing to K1 > 0, and |�1| ⇠ |J1| ⇠ |K1|. However, since
the availability of the updated C2/m or R3̄ structures,
all ab-initio estimates have been in line with the origi-
nal Jackeli-Khaliullin mechanism.39,43,146,175 That is, K1

is expected to be ferromagnetic, and to represent the
largest term in the Hamiltonian. This is likely supple-
mented primarily by a large �1 > 0 with |�1/K1| ⇠ 0.5,
which leads to the observed anisotropy in the Weiss con-
stant ⇥. These conclusions are strongly supported by the
analysis of Ref. 176, which demonstrated close theoreti-
cal agreement with the observed neutron response, when
such terms are included.

In Ref. 176, the authors also o↵ered an alternative
interpretation of the observed neutron spectra. They
noted that the presence of o↵-diagonal �1 interactions
lifts underlying symmetries that would otherwise pro-
tect conventional magnon excitations. In the absence of
such symmetries, the magnons may decay into a broad
continuum of multi-magnon states, with characteristics
matching the continuum observed in ↵-RuCl3. Since
this e↵ect occurs independent of proximity to the Ki-
taev spin-liquid, the authors concluded that proximity
to the Kitaev state does not appear necessary to explain
the unconventional continuum in ↵-RuCl3 – in contrast
with previous assertions.148,161 In fact, strong damping
of the magnons should be considered a general feature of
anisotropic magnetic interactions, suggesting similar ex-
citation continua may appear in all materials discussed
in this review. An interesting question is to what ex-
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(6)43, (7)39, (8)175, and (9)176. For (5), the range of val-
ues for various relaxed structures is indicated. Although the
interactions in the real material are still under debate, the
most recent works (5-9) agree K1 < 0, with �1 > 0.
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FIG. 19. Phase diagram of the (J1,K1,�1) model (with
J3 = 0) from Ref. 176, using J1 = cos� sin ✓,K1 = sin� sin ✓,
and �1 = cos ✓. Here, “FM” = ferromagnet, “AFM” =
Neel antiferromagnet, “IC” = incommensurate spiral, “SS” =
stripy order, and the white regions near ✓ = ⇡/2,� = ±⇡/2
are the Kitaev spin-liquids. Reported interactions for ↵-
RuCl3 in Table V are marked by numbered points, corre-
sponding to references: (1)161, (2)146, (3)39, (4)43, (5)146,
(6)43, (7)39, (8)175, and (9)176. For (5), the range of val-
ues for various relaxed structures is indicated. Although the
interactions in the real material are still under debate, the
most recent works (5-9) agree K1 < 0, with �1 > 0.
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to the response of ↵-RuCl3 in an external magnetic
field, which suppresses the zigzag order at roughly
Bc ⇠ 7 T for in-plane fields.139 Interest in the high-
field phase is partially motivated by predictions of a
field-induced spin-liquid state.39 A picture of this high-
field state is now emerging from neutron,177 NMR,178,179

specific heat,177,178,180 magnetization,139,149 and ther-
mal transport measurements.181,182 In the vicinity of the
critical field, phononic heat transport is strongly sup-
pressed, indicating a multitude of low-lying magnetic
excitations consistent with the closure of an excitation
gap.181,182 This result is supported both by specific heat
data177,178,180 and a strong increase of the NMR relax-
ation rate near Bc at low temperatures.178 The closure
of the gap likely demonstrates the existence of a field-
induced quantum critical point, which has been suggested
to be of Ising type180 based on the magnetic interactions
of Ref. 176. For B > Bc, NMR,178 thermal transport,181

and specific heat177,178,180 measurements all demonstrate
the opening of an excitation gap that increases linearly
with field. In this field range, the specific heat shows
no peak on decreasing the temperature, which has been
suggested as evidence that this gapped state is a spin-
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Fig. 4. Exchange frustration arising from spin–orbit induced bond-directional interactions, i.e. Ising-like couplings where the exchange easy axis
depends on the spatial orientation of an exchange bond. Spins subject to these bond-directional interactions cannot simultaneously minimize all
couplings, which holds both for quantum and classical moments.

system undergoes a phase transition (e.g. for dominant Kz coupling along the line Kz = Kx +Ky) into a gapped spin liquid.
This latter state exhibits Abelian (Z2) topological order akin to the well-known toric code model [53] and macroscopic
entanglement.

A perturbative calculation reveals that applying a magnetic field along the 111-direction, i.e. coupling the magnetic
field to all three spin components, gaps out the gapless spin liquid into an even more exotic (chiral) spin liquid with
non-Abelian topological order [19]. Note that though the bulk is gapped, on the edge there is a chiral current of Majorana
fermions. The non-Abelian character of the phase is identical to that of a px + ipy superconductor [54], the Moore–Read
state [55] proposed for the ⌫ = 5/2 fractional quantum Hall state, heterostructures of superconductors and topological
band insulators [56] or semiconductors [57], as well as that of a network [58] of Majorana wires [59,60] – all physical
systems, which have gathered considerable interest in the context of proposals for fault-tolerant topological quantum
computation [53,61]. Despite this similarity, the search for Kitaev materials and a solid-state realization of the Kitaev
model is probably less driven by a potential application in quantum computing technologies, but deeply inspired by the
fundamental pursuit of (i) the synthesis of spin liquid materials, (ii) the experimental discovery of Majorana fermions, and
(iii) a direct experimental probe of the underlying (Z2) gauge physics — such experimental evidence for gauge physics
in a condensed-matter context has long been lacking, despite theorists using the concept of Z2 gauge theories in the
classical statistical mechanics of nematics [62] and to capture the physics of fractionalization in quantum many-body
systems [63–65] for decades.

The conceptual understanding of the physics of the Kitaev model has been steadily growing since its initial description
and analytical solution [66,67]. This includes the fundamental role of vacancies [68,69], depletion [70], and impurities [71],

Fig. 5. Left: The honeycomb Kitaev model with bond-directional couplings Kx , Ky and Kz . The model can be analytically solved by introducing four
flavors of Majorana fermions (indicated by the yellow, blue, green and brown circles) and recombining them into a static Z2 gauge field (indicated by
the blue, green and brown ovals) and a remaining itinerant Majorana fermion (yellow circle). Right: Phase diagram of the Kitaev model plotted for
a plane Kx + Ky + Kz = const. If one of the three couplings dominates, the system forms a gapped spin liquid indicated by the blue shading. Around
the point of isotropic coupling strengths Kx = Ky = Kz (indicated by the red dot) a gapless spin liquid emerges, which can be best characterized as
a (semi-)metal of the Majorana fermions.

6

no J1, Γ, Γ′ 



35

11

TABLE II. Summary of magnetic parameters for honeycomb
Na2IrO3, ↵-Li2IrO3, Li2RhO3, and ↵-RuCl3. The latter ma-
terial is discussed in section III B. See text for relevant refer-
ences.

Property Na2IrO3 ↵-Li2IrO3 Li2RhO3 ↵-RuCl3

µe↵ (µB) 1.79 1.83 2.03 2.0 to 2.7

⇥iso (K) ⇠ �120 �33 to �100 ⇠ �50 ⇠ +40

⇥ab (K) -176 ⇥ab > ⇥c � +38 to +68

⇥c (K) �40 � � �100 to �150

TN (K) 13� 18 ⇠ 15 (6) 7 to 14

Order Zigzag Spiral Glassy Zigzag

k-vector (0, 1, 1
2 ) (0.32, 0, 0) � (0, 1, 1

2 )

tion include large release of the magnetic entropy above
TN

113 and significant reduction in the ordered moments,
0.22(1)µB in Na2IrO3

76 and 0.40(5)µB in ↵-Li2IrO3,109

both well below 1µB expected for je↵ = 1
2 , although co-

valency e↵ects should also play a role here.

Below TN , Na2IrO3 develops zigzag order76,110 with
the propagation vector k = (0, 1, 1

2 ) and spins lying at the
intersection of the crystallographic ac-plane, and the cu-
bic xy-plane.114 The onset of long-range magnetic order
below TN ⇡ 15 K is also confirmed via zero-field muon-
spin rotation experiments.77 This zigzag state may arise
from several microscopic scenarios, including Heisenberg
interactions beyond nearest neighbors,115 leading to sig-
nificant discussion regarding the underlying magnetic in-
teractions in Na2IrO3. Experimentally, di↵use resonant
x-ray scattering has provided direct evidence for the rele-
vance of the Kitaev terms in the spin Hamiltonian by pin-
pointing predominant correlations between Sx, Sy, and
Sz components on di↵erent bonds of the honeycomb.114

From the theoretical perspective, there have been
several ab-initio calculations seeking to establish pa-
rameters of the je↵ = 1

2 spin Hamiltonian, employ-
ing di↵ering methods from fully ab-initio quantum
chemistry methods41 to perturbation theory42 and ex-
act diagonalization43 (based on hopping integrals de-
rived from DFT and experimental Coulomb parame-
ters). These results are summarized in Table III, and
reviewed in Ref. 43. Initially, the observation of zigzag
magnetic order and an antiferromagnetic Weiss constant
led to the suggestion that the Kitaev term may become
antiferromagnetic.22 Indeed, a ferromagnetic Kitaev term
is not compatible with zigzag order within the pure near-
est neighbour Heisenberg-Kitaev model that was featured
in many early theoretical works.21,26,29 However, the ab-
initio results tell a di↵erent story.

In accordance with the original work of Jackeli and
Khaliullin, the dominant oxygen-assisted hopping leads
to a large ferromagnetic nearest neighbour Kitaev inter-
action (K1 < 0). This is supplemented by several smaller
interactions, which enforce the zigzag order, moment di-
rection, and ⇥ < 0. The most significant of such in-

TABLE III. Bond-averaged values of the largest magnetic
interactions (in units of meV) within the plane for Na2IrO3

computed using various methods. “Pert. Theo.” refers to sec-
ond order perturbation theory, “QC” = quantum chemistry
methods, “ED” = exact diagonalization.

Method J1 K1 �1 �0
1 K2 J3

Pert. Theo.42 +3.2 �29.4 +1.1 �3.5 �0.4 +1.7

QC (2-site)41 +2.7 �16.9 +1.0 � � �

ED (6-site)43 +0.5 �16.8 +1.4 �2.1 �1.4 +6.7

teractions is expected to be a third neighbour Heisen-
berg (J3 > 0) term coupling sites across the face of each
hexagon.41,43 This interaction is estimated to be as much
as 30% of the Kitaev exchange, as suggested by early
analysis of the magnetic susceptibility.35 The direction of
the ordered moment is then selected54 by the o↵-diagonal
�1 and �0

1 terms, on the order of 10% of K1. The order-
ing wavevector, parallel to the b-axis within the plane, is
favoured by small bond-dependency of the Kitaev term,
i.e. |KZ

1 | > |KX,Y

1 |. In this sense, the key aspects of the
magnetic response of Na2IrO3 appear to be well under-
stood: the Jackeli-Khaliullin mechanism applies, leading
to dominant Kitaev interactions at the nearest neighbour
level. However, zigzag magnetic order is ultimately es-
tablished at low temperatures by additional interactions.

In the case of ↵-Li2IrO3, indications for anisotropic
bond-dependent interactions are ingrained in the spin ar-
rangement itself. The Néel temperature of about 15K
marks a transition to an incommensurate state,109 with
the propagation vector k = (0.32(1), 0, 0). RXS studies
have established that the magnetic structure is described
by the basis vector combination (�iAx, Fy,�iAz) that in
real space corresponds to counter-rotating spirals for the
Ir1 and Ir2 atoms in the unit cell (shown in Fig. 21).109

This counter-rotation requires a large Kitaev term in the
spin Hamiltonian, but leaves a multiple choice for other
interactions.109

There have been at least two proposals consistent
with the observed order. The authors of Ref. 48 noted
that the spiral state might emerge from significantly
bond-dependent interactions allowed within the crystal-
lographic C2/m symmetry. They introduced a three pa-
rameter (J,K, Ic) Hamiltonian, where Ic controls the de-
gree of bond-dependence; this is equivalent to the choice
(J1,K1) = (J,K) for the nearest neighbour X- and Y-
bonds, while (J1,K1,�1) = (J + 1

2Ic,K � 1
2Ic,�

1
2Ic) for

the Z-bond. For dominant ferromagnetic Kitaev K < 0
and bond-dependent Ic < 0 terms, the ground state was
found to be an incommensurate state consistent with the
experiment. This view was challenged by the authors
of Ref. 49, who argued that incommensurate states also
arise in the Kitaev materials if the bond-dependence is
removed, but the o↵-diagonal �1 > 0 and large K1 < 0
couplings are retained on all bonds. Indeed, the bond-

Hij = ⃗Si

J Γ Γ′ 
Γ J Γ′ 
Γ′ Γ′ J + K ij

⃗Sj

x y z

Kitaev-Heisenberg model

Possible candidates for Kitaev physics 
(1st generation)

TN = 7K
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TABLE V. Bond-averaged values of the largest magnetic interactions (in units of meV) within the plane for ↵-RuCl3 obtained
from various methods. For Ref. 146, the two numbers represent the range of values found in various relaxed structures. “Pert.
Theo.” refers to second order perturbation theory, “QC” = quantum chemistry methods, “ED” = exact diagonalization, “DFT”
= density functional theory total energy, “Exp. An.” = experimental analysis. See also Fig. 19.

Method Structure J1 K1 �1 J3

Exp. An.161 � �4.6 +7.0 � �
Pert. Theo.146 P3112 �3.5 +4.6 +6.4 �
QC (2-site)39 P3112 �1.2 -0.5 +1.0 �
ED (6-site)43 P3112 �5.5 +7.6 +8.4 +2.3

Pert. Theo.146 Relaxed �2.8/� 0.7 �9.1/� 3.0 +3.7/+7.3 �
ED (6-site)43 C2/m �1.7 �6.7 +6.6 +2.7

QC (2-site)39 C2/m +0.7 �5.1 +1.2 �
DFT175 C2/m �1.8 �10.6 +3.8 +1.3

Exp. An.176 � �0.5 �5.0 +2.5 +0.5

(a) (b)

Li OIr

FIG. 20. Structures of (a) �- and (b) �-phases of Li2IrO3.
The structures feature crossed zigzag and honeycomb chains,
respectively, running in the ab-plane. These are emphasized
in each case.

liquid.178 This assignment is not unique, however, as
a simple field-polarized ferromagnetic state would show
similar behaviour. In this case, the symmetry breaking of
the strong magnetic field prevents a true thermodynamic
phase transition. As for the zero-field state, dynamical
probes, such as inelastic light and neutron scattering,
will be vital for establishing the character of the high-
field state. We, therefore, refer the reader to the initial
reports in this rapidly developing direction.

C. Beyond 2D: �- and �-Li2IrO3
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Why is Heisenberg  (isotropic exchange with 
nearest neighbors) so large?

J1

3

where Jij is the isotropic Heisenberg coupling, Dij is
the Dzyalloshinskii-Moriya (DM) vector, and �ij is the
symmetric pseudo-dipolar tensor. Realization of the
pure Kitaev model requires that Jij ,Dij ! 0 for ev-
ery bond, while only one component of the �ij tensor
remains nonzero (i.e. �zz 6= 0 for the Z-bond). At first,
such strict conditions may appear di�cult to engineer
in real materials, particularly because the leading contri-
butions to the interactions obtained in lowest orders of
perturbation theory in t/U are known to satisfy a hidden
symmetry19,20 �ij / Dij⌦Dij . That is, for bonds where
the DM interaction is vanishing, the coupling tends to be
dominated by the isotropic Jij Heisenberg terms.

It is in this context that the importance of the seminal
observation of Jackeli and Khaliullin4 can be understood.
They showed, for idealized edge-sharing octahedra with
inversion symmetry, that (i) all leading order contribu-
tions to the interactions vanish, (ii) Jij and Dij are iden-
tically zero up to the next higher order, and (iii) the only
nonzero component of �ij arising from higher order ef-
fects is precisely the desired Kitaev term. This amazing
insight spawned the entire field of research reviewed in
this work.

In particular, Jackeli and Khaliullin considered the
case where hopping between edge-sharing metal sites oc-
curs only via hybridization with the intervening ligand
p-orbitals. In this case, the hopping paths shown in
Fig. 2(b) interfere, so that hopping of holes between
je↵ = 1

2 states vanishes. In fact, the only relevant hop-
ping takes a hole from a je↵ = 1

2 state to an mj = ± 3
2

component of the je↵ = 3
2 quartet on an adjacent site

(Fig. 2(c)). In such a virtual configuration, with two
holes on a given site, Hund’s coupling (JH) acts between
the je↵ = 1

2 and excited 3
2 moments, ultimately gener-

ating ferromagnetic interactions in the ground state /
t
2
JH/U

2. Importantly, since only the extremal mj = ± 3
2

components contribute, these couplings become Ising-like
S
�

i
S
�

j
, with principle axis (�) perpendicular to the plane

of the bond. This renders precisely the desired Kitaev
interaction. For edge-sharing octahedra, the three bonds
emerging from each metal site naturally have orthogonal
Ising axes.

While experimental studies, reviewed below, demon-
strate the validity of Jackeli and Khaliullin’s observa-
tions, it remains essential to understand the modifica-
tions to the Jackeli-Khaliullin picture in real materials.
Deviations from the ideal scenario result in a variety of
complex phenomena.

C. Extensions for Real Materials

Microscopically, plausible extensions of the Jackeli-
Khaliullin mechanism to real materials are based mostly
on two observations: (i) a more accurate consideration
of the coupling on each bond must include the e↵ects of
local distortions of the crystal field, direct d-d hopping,
and mixing with higher lying states outside the t2g man-

ifold, and (ii) the 4d and 5d orbitals are spatially rather
extended, which may generate substantial longer-range
exchange beyond nearest neighbours. In this section, we
review the current understanding of each of these e↵ects.

In the most general case, anisotropic magnetic inter-
actions between sites i and j is described by the Hamil-
tonian:

Hij = Si · Jij · Sj (7)

where Jij is a 3⇥ 3 exchange tensor. There are di↵erent
schemes to parametrize this tensor, which are appropri-
ate for di↵erent local symmetries. Assuming local C2h

symmetry of the ij-bond, the convention is to write the
interactions:
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where {↵,�, �} = {y, z, x}, {z, x, y} and {x, y, z}, for the
X-, Y-, and Z-bonds, respectively. For lower symmetry
local environments, further terms may also be required
to fully parameterize the interactions. For example, a
finite Dzyalloshinskii-Moriya interaction Dij · (Si ⇥ Sj)
is symmetry permitted for second-neighbour interactions
in all Kitaev candidate lattices, as well as certain first-
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gular lattice,50–52 and others.53
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interactions in ↵-RuCl3, and their relationship to the
high-energy continuum, has become a key challenge for
the field.

In the last several years, one of the major barriers
to understanding ↵-RuCl3 has been the wide variety of
claims regarding the magnetic interactions, as summa-
rized in Table V and Fig. 19. From the standpoint of the-
oretical approaches, discrepancies between various stud-
ies have arisen mainly from two factors: i) experimental
uncertainty regarding the crystal structure of ↵-RuCl3,
and ii) inherent complications that arise in the absence
of a small parameter, i.e. when � ⇠ � ⇠ JH . This latter
condition increases the sensitivity of ab-initio estimates
of the interactions to methodological details.

As with Na2IrO3, the first inelastic neutron
experiments161 on ↵-RuCl3 were analyzed in terms of
a Heisenberg-Kitaev model with K1 > 0 and J1 < 0, as
required to stabilize zigzag order in the absence of other
terms. However, such a combination of interactions is
impossible from a microscopic perspective; an antiferro-
magnetic K1 is only realized in conjunction with a large
o↵-diagonal �1 interaction, as both rely on large direct
metal-metal hopping. Interestingly, the first ab-initio
studies of ↵-RuCl3, carried out on the outdated P3112
structure, predicted precisely this situation.39,43,146 The
anomalously small Ru-Cl-Ru bond angle of 89� in this
structure likely overestimates direct hopping e↵ects, lead-
ing to K1 > 0, and |�1| ⇠ |J1| ⇠ |K1|. However, since
the availability of the updated C2/m or R3̄ structures,
all ab-initio estimates have been in line with the origi-
nal Jackeli-Khaliullin mechanism.39,43,146,175 That is, K1

is expected to be ferromagnetic, and to represent the
largest term in the Hamiltonian. This is likely supple-
mented primarily by a large �1 > 0 with |�1/K1| ⇠ 0.5,
which leads to the observed anisotropy in the Weiss con-
stant ⇥. These conclusions are strongly supported by the
analysis of Ref. 176, which demonstrated close theoreti-
cal agreement with the observed neutron response, when
such terms are included.

In Ref. 176, the authors also o↵ered an alternative
interpretation of the observed neutron spectra. They
noted that the presence of o↵-diagonal �1 interactions
lifts underlying symmetries that would otherwise pro-
tect conventional magnon excitations. In the absence of
such symmetries, the magnons may decay into a broad
continuum of multi-magnon states, with characteristics
matching the continuum observed in ↵-RuCl3. Since
this e↵ect occurs independent of proximity to the Ki-
taev spin-liquid, the authors concluded that proximity
to the Kitaev state does not appear necessary to explain
the unconventional continuum in ↵-RuCl3 – in contrast
with previous assertions.148,161 In fact, strong damping
of the magnons should be considered a general feature of
anisotropic magnetic interactions, suggesting similar ex-
citation continua may appear in all materials discussed
in this review. An interesting question is to what ex-
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Finally, we note that more recent interest has turned
to the response of ↵-RuCl3 in an external magnetic
field, which suppresses the zigzag order at roughly
Bc ⇠ 7 T for in-plane fields.139 Interest in the high-
field phase is partially motivated by predictions of a
field-induced spin-liquid state.39 A picture of this high-
field state is now emerging from neutron,177 NMR,178,179

specific heat,177,178,180 magnetization,139,149 and ther-
mal transport measurements.181,182 In the vicinity of the
critical field, phononic heat transport is strongly sup-
pressed, indicating a multitude of low-lying magnetic
excitations consistent with the closure of an excitation
gap.181,182 This result is supported both by specific heat
data177,178,180 and a strong increase of the NMR relax-
ation rate near Bc at low temperatures.178 The closure
of the gap likely demonstrates the existence of a field-
induced quantum critical point, which has been suggested
to be of Ising type180 based on the magnetic interactions
of Ref. 176. For B > Bc, NMR,178 thermal transport,181

and specific heat177,178,180 measurements all demonstrate
the opening of an excitation gap that increases linearly
with field. In this field range, the specific heat shows
no peak on decreasing the temperature, which has been
suggested as evidence that this gapped state is a spin-
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Fig. 16. Two possibilities for the phase diagram of ↵-RuCl3 in a magnetic field. In (a), the trivial partially polarized state is immediately entered
once magnetic order is destroyed at BMO

c . In (b) there is an intermediate quantum spin liquid state between the magnetic order at low fields and
the partially polarized state at high fields, resulting in an additional quantum phase transition at BQSL

c . In both scenarios, once magnetic order is
destroyed there are no further finite temperature transitions. Finite temperature destroys both the quantum spin liquid and partially polarized state
and smoothly connect to the high-temperature featureless paramagnet. Note that, for simplicity, we neglect transitions within the magnetically
ordered region.

scenarios is difficult as a spin liquid can share many of the same properties as the partially polarized state, e.g. exhibit
partial magnetization, an energy gap, no spontaneous symmetry breaking and no finite temperature phase transition.

Concerning the stability of the ordered state, early magnetic field studies of ↵-RuCl3 revealed that an in-plane magnetic
field of B ⇠ 8 T was enough to destroy the zigzag magnetic order, as seen for example by tracking the peak in specific
heat [193,197,210–212]. On the other hand, for an out-of-plane field, along the c-axis, the magnetic order was seen to
survive up to 60 T, indicating an enormous anisotropic response of the zigzag ordered state [197]. More recent studies,
at even higher fields, have shown that an out-of-plane field of 70 T is needed to fully destroy the zigzag order, and have
furthermore mapped out the full extent of the zigzag state from purely in-plane to out-of-plane fields [213]. Within the
zigzag ordered region itself, there is in fact a field-driven first-order transition in which the stacking periodicity in the
out-of-plane direction changes, but the in-plane zigzag order remains the same [214].

What precisely happens once the magnetic order is destroyed has been hotly debated, with a wide variety of
experimental probes applied to the region beyond the break-down of magnetic order. So far, the majority of these
studies do not observe evidence for any further transitions, i.e. they observe a single field-induced state within their
accessible field range [211,212,215–224]. Evidence for a gap opening once the transition is crossed has been observed in
specific heat [212,215], thermal conductivity [216–218], electron spin resonance [219], THz spectroscopy [220], Raman
spectroscopy [221,225], NMR [211] and inelastic neutron scattering [222]. On the other hand, there have also been some
studies reporting evidence for gapless excitations in the field-induced state, for example using NMR [226,227]. Added to
this, there have been conflicting descriptions of the observed field-induced state in the literature, with some claiming it
as a field-induced QSL and others the trivial partially polarized state. Recent Raman studies with in-plane fields of up to
30 T have clearly demonstrated that, at least at high fields B > 15 T, ↵-RuCl3 has certainly entered the trivial partially
polarized phase, with a linearly increasing spin gap whose slope approaches the g-factor value expected for the simple
|�S| = 1 spin-flip excitation [221,225]. We note, however, that, despite the apparent trivial nature of the high-field state,
an interesting scale invariant magnetic response has been reported up to very high fields of 64T [213].

The neutron scattering response of the high-field disordered state bears striking similarity to the high-temperature
response at zero-field [222]. The broad magnetic continuum observed at zero-field, above the magnetic ordering
temperature, is qualitatively similar to the response observed at finite field, at low temperatures above the critical field.
This suggests that proximate Kitaev spin liquid behavior may be accessed by destroying the zigzag order either via
temperature or magnetic fields.

The most spectacular experimental results for ↵-RuCl3 in field are the thermal Hall measurements of Yuji Matsuda’s
group in Kyoto [228] that claim a half-integer quantized plateau within a field range of B ⇠ 7–10 T. In particular, for
fields tilted 45� and 60� away from the c-axis, a plateau was reported in xy/T for fields B ⇠ 7–10 T and temperatures
T ⇠ 4�6 K, with the 2-d value, obtained by dividing by the number of honeycomb layers, given by 2d

xy /T = (1/2)(⇡k2B/6h̄),
as shown in Fig. 17. This is a remarkable experiment, not only for its observation of a quantized thermal Hall state but
the actual half-quantization that is reported. For a conventional electronic mode the thermal conductance is quantized in
integer multiples of (⇡k2B/6h̄), the quantum of thermal conductance. On the other hand, a half-integer value is evidence for
a Majorana mode (one can think of a Majorana as ‘‘half an electron’’). It can be directly related to the chiral central charge
that characterizes the conformal field theory description of the edge states. Observation of a clear and robust half-integer
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out-of-plane direction changes, but the in-plane zigzag order remains the same [214].

What precisely happens once the magnetic order is destroyed has been hotly debated, with a wide variety of
experimental probes applied to the region beyond the break-down of magnetic order. So far, the majority of these
studies do not observe evidence for any further transitions, i.e. they observe a single field-induced state within their
accessible field range [211,212,215–224]. Evidence for a gap opening once the transition is crossed has been observed in
specific heat [212,215], thermal conductivity [216–218], electron spin resonance [219], THz spectroscopy [220], Raman
spectroscopy [221,225], NMR [211] and inelastic neutron scattering [222]. On the other hand, there have also been some
studies reporting evidence for gapless excitations in the field-induced state, for example using NMR [226,227]. Added to
this, there have been conflicting descriptions of the observed field-induced state in the literature, with some claiming it
as a field-induced QSL and others the trivial partially polarized state. Recent Raman studies with in-plane fields of up to
30 T have clearly demonstrated that, at least at high fields B > 15 T, ↵-RuCl3 has certainly entered the trivial partially
polarized phase, with a linearly increasing spin gap whose slope approaches the g-factor value expected for the simple
|�S| = 1 spin-flip excitation [221,225]. We note, however, that, despite the apparent trivial nature of the high-field state,
an interesting scale invariant magnetic response has been reported up to very high fields of 64T [213].

The neutron scattering response of the high-field disordered state bears striking similarity to the high-temperature
response at zero-field [222]. The broad magnetic continuum observed at zero-field, above the magnetic ordering
temperature, is qualitatively similar to the response observed at finite field, at low temperatures above the critical field.
This suggests that proximate Kitaev spin liquid behavior may be accessed by destroying the zigzag order either via
temperature or magnetic fields.

The most spectacular experimental results for ↵-RuCl3 in field are the thermal Hall measurements of Yuji Matsuda’s
group in Kyoto [228] that claim a half-integer quantized plateau within a field range of B ⇠ 7–10 T. In particular, for
fields tilted 45� and 60� away from the c-axis, a plateau was reported in xy/T for fields B ⇠ 7–10 T and temperatures
T ⇠ 4�6 K, with the 2-d value, obtained by dividing by the number of honeycomb layers, given by 2d

xy /T = (1/2)(⇡k2B/6h̄),
as shown in Fig. 17. This is a remarkable experiment, not only for its observation of a quantized thermal Hall state but
the actual half-quantization that is reported. For a conventional electronic mode the thermal conductance is quantized in
integer multiples of (⇡k2B/6h̄), the quantum of thermal conductance. On the other hand, a half-integer value is evidence for
a Majorana mode (one can think of a Majorana as ‘‘half an electron’’). It can be directly related to the chiral central charge
that characterizes the conformal field theory description of the edge states. Observation of a clear and robust half-integer
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was (Fig. 1b)25. Powder X-ray diffraction indicates the presence of 
 stacking faults between the honeycomb planes (Methods, Extended 
Data Fig. 1). The presence of magnetic defects with a density of 1%, 
which probably originate from impurities or vacancies, is indicated 
by the  temperature- and magnetic-field-dependent magnetization  
M(T, B) and the low-temperature specific heat C(T, B) (Extended  
Data Fig. 2).

The resistivity ρ(T) of H3LiIr2O6 (Extended Data Fig. 3)  exhibits 
insulating behaviour with an activation energy of approximately 
0.12 eV. In addition, Curie–Weiss behaviour is observed in the mag-
netic susceptibility χ(T) with an effective moment of approximately 
1.60µB per Ir atom (where µB is the Bohr magneton) at temperatures 
above 200 K (Fig. 1e). These findings indicate that H3LiIr2O6 is a  
spin–orbital Jeff =  1/2 Mott insulator. We find a negative value for θCW 
of −105 K, which implies overall antiferromagnetic interactions, as in 
other honeycomb Ir oxides5,6. The energy scale of magnetic interactions 
is of the order of 100 K, but no trace of magnetic ordering is observed 
in χ(T) down to 2 K, in sharp contrast to other Kitaev candidates5–7. 
Accordingly, C(T) down to 0.05 K (Fig. 1f) does not show any signature 
of a phase transition. These results suggest that the ground state of 
H3LiIr2O6 is a liquid state of Jeff =  1/2 moments.
χ(T) and C(T) are not very sensitive to a weak or glassy magnetic 

ordering. We therefore conducted 7Li and 1H NMR measurements 
on aligned powders (Fig. 2a, b) to exclude the possibility of any 
 magnetic ordering. The absence of apparent peak splitting or broad-
ening on  cooling (see also Extended Data Fig. 4a) clearly indicates 
that the system remains paramagnetic down to 1 K, roughly 1% of the 

energy scale of magnetic interaction. We therefore conclude that a 
 quantum-spin-liquid state is realized in honeycomb H3LiIr2O6.

The Knight shift K(T) represents an intrinsic magnetic suscepti bility, 
free from magnetic defects. In Fig. 3a, K(T) is shown for 7Li with mag-
netic fields parallel and perpendicular to the honeycomb plane and no 
indication of magnetic ordering is observed. The sizable anisotropy 
in the susceptibility of up to around 2 between the two field orienta-
tions should originate from spin–orbit coupling, but is not expected 
for the Kitaev model with equal Ising couplings on the three bonds. Its 
existence probably implies an anisotropy in the magnitude of the three 
Ising couplings and/or the presence of off-diagonal interactions12,26. 
On cooling below about 200 K, K(T) deviates from the Curie–Weiss 
behaviour that is seen at higher temperatures, exhibiting a broad peak 
at around 130 K followed by a gradual decrease to a non-zero value. The 
non-zero susceptibility in the low-temperature limit is analogous to the 
susceptibilities observed in organic spin liquids15,16, which have been 
interpreted as evidence for gapless spin excitations. However, spin–orbit 
coupling can lead to a non-zero susceptibility even in a spin liquid with 
a finite excitation gap; because the spin–orbit coupling is strong for Ir 
(λSO ≈  0.5 eV), the non-zero susceptibility does not necessarily imply 
gapless excitations.

The presence of low-lying spin excitations is captured by the NMR 
spin relaxation rate −T1

1. In Fig. 3b we plot (T1T)−1, which measures the 
density of spin excitations. At a low magnetic field of B =  1 T, (T1T)−1 
for 1H and 7Li remains non-zero and shows only weak temperature 
dependence below about 40 K. With increasing B, however, (T1T)−1 at 
low temperatures is suppressed and decreases rapidly below a 
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Figure 1 | Crystal structure and basic physical properties of H3LiIr2O6. 
a, Kitaev model on a honeycomb lattice. S =  1/2 spin moments (indicated 
by arrows) are present on the honeycomb lattice, coupled by bond-
dependent ferromagnetic Ising interactions. The three 120° bonds with 
orthogonal Ising axes compete with each other, giving rise to strong 
magnetic frustration and hence a quantum-spin-liquid state. b, LiIr2O6 
layer unit with an edge-shared network of IrO6 octahedra for α -Li2IrO3 
and H3LiIr2O6. Ir4+ ions with Jeff =  1/2 moments form a honeycomb 
sublattice, as indicated by the dotted lines. The edge-shared Ir–O2–Ir bond 
gives rise to ferromagnetic Ising interaction between the neighbouring 
Jeff =  1/2 moments. c, Layer stacking of α -Li2IrO3 (ref. 30). d, Layer 
stacking of H3LiIr2O6 (ref. 30), in which the interlayer Li+ ions are 
replaced with H+ ions. e, Magnetic susceptibility χ(T) for H3LiIr2O6 

measured at 1 T. The raw data (solid line and circles) is shown along with 
the presumed intrinsic χ (dotted line) after numerically subtracting a 
low-temperature Curie-like contribution, which probably originates from 
magnetic defects (see also Extended Data Fig. 2a). The inset shows 1/χ as 
a function of temperature to emphasize the high-temperature Curie–Weiss 
behaviour of localized Jeff =  1/2 moments. The extrapolation to T =  0 
provides an estimate of the antiferromagnetic Curie–Weiss temperature of 
θCW =  − 105 K. f, Specific heat C as a function of T (main panel) and C/T as 
a function T2 (inset) down to 0.05 K, indicating no signature of magnetic 
ordering. The large non-lattice contribution suggests the presence of low-
lying spin excitations. The nuclear Schottky contribution is subtracted  
(see Methods).
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was (Fig. 1b)25. Powder X-ray diffraction indicates the presence of 
 stacking faults between the honeycomb planes (Methods, Extended 
Data Fig. 1). The presence of magnetic defects with a density of 1%, 
which probably originate from impurities or vacancies, is indicated 
by the  temperature- and magnetic-field-dependent magnetization  
M(T, B) and the low-temperature specific heat C(T, B) (Extended  
Data Fig. 2).

The resistivity ρ(T) of H3LiIr2O6 (Extended Data Fig. 3)  exhibits 
insulating behaviour with an activation energy of approximately 
0.12 eV. In addition, Curie–Weiss behaviour is observed in the mag-
netic susceptibility χ(T) with an effective moment of approximately 
1.60µB per Ir atom (where µB is the Bohr magneton) at temperatures 
above 200 K (Fig. 1e). These findings indicate that H3LiIr2O6 is a  
spin–orbital Jeff =  1/2 Mott insulator. We find a negative value for θCW 
of −105 K, which implies overall antiferromagnetic interactions, as in 
other honeycomb Ir oxides5,6. The energy scale of magnetic interactions 
is of the order of 100 K, but no trace of magnetic ordering is observed 
in χ(T) down to 2 K, in sharp contrast to other Kitaev candidates5–7. 
Accordingly, C(T) down to 0.05 K (Fig. 1f) does not show any signature 
of a phase transition. These results suggest that the ground state of 
H3LiIr2O6 is a liquid state of Jeff =  1/2 moments.
χ(T) and C(T) are not very sensitive to a weak or glassy magnetic 

ordering. We therefore conducted 7Li and 1H NMR measurements 
on aligned powders (Fig. 2a, b) to exclude the possibility of any 
 magnetic ordering. The absence of apparent peak splitting or broad-
ening on  cooling (see also Extended Data Fig. 4a) clearly indicates 
that the system remains paramagnetic down to 1 K, roughly 1% of the 

energy scale of magnetic interaction. We therefore conclude that a 
 quantum-spin-liquid state is realized in honeycomb H3LiIr2O6.

The Knight shift K(T) represents an intrinsic magnetic suscepti bility, 
free from magnetic defects. In Fig. 3a, K(T) is shown for 7Li with mag-
netic fields parallel and perpendicular to the honeycomb plane and no 
indication of magnetic ordering is observed. The sizable anisotropy 
in the susceptibility of up to around 2 between the two field orienta-
tions should originate from spin–orbit coupling, but is not expected 
for the Kitaev model with equal Ising couplings on the three bonds. Its 
existence probably implies an anisotropy in the magnitude of the three 
Ising couplings and/or the presence of off-diagonal interactions12,26. 
On cooling below about 200 K, K(T) deviates from the Curie–Weiss 
behaviour that is seen at higher temperatures, exhibiting a broad peak 
at around 130 K followed by a gradual decrease to a non-zero value. The 
non-zero susceptibility in the low-temperature limit is analogous to the 
susceptibilities observed in organic spin liquids15,16, which have been 
interpreted as evidence for gapless spin excitations. However, spin–orbit 
coupling can lead to a non-zero susceptibility even in a spin liquid with 
a finite excitation gap; because the spin–orbit coupling is strong for Ir 
(λSO ≈  0.5 eV), the non-zero susceptibility does not necessarily imply 
gapless excitations.

The presence of low-lying spin excitations is captured by the NMR 
spin relaxation rate −T1

1. In Fig. 3b we plot (T1T)−1, which measures the 
density of spin excitations. At a low magnetic field of B =  1 T, (T1T)−1 
for 1H and 7Li remains non-zero and shows only weak temperature 
dependence below about 40 K. With increasing B, however, (T1T)−1 at 
low temperatures is suppressed and decreases rapidly below a 
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Figure 1 | Crystal structure and basic physical properties of H3LiIr2O6. 
a, Kitaev model on a honeycomb lattice. S =  1/2 spin moments (indicated 
by arrows) are present on the honeycomb lattice, coupled by bond-
dependent ferromagnetic Ising interactions. The three 120° bonds with 
orthogonal Ising axes compete with each other, giving rise to strong 
magnetic frustration and hence a quantum-spin-liquid state. b, LiIr2O6 
layer unit with an edge-shared network of IrO6 octahedra for α -Li2IrO3 
and H3LiIr2O6. Ir4+ ions with Jeff =  1/2 moments form a honeycomb 
sublattice, as indicated by the dotted lines. The edge-shared Ir–O2–Ir bond 
gives rise to ferromagnetic Ising interaction between the neighbouring 
Jeff =  1/2 moments. c, Layer stacking of α -Li2IrO3 (ref. 30). d, Layer 
stacking of H3LiIr2O6 (ref. 30), in which the interlayer Li+ ions are 
replaced with H+ ions. e, Magnetic susceptibility χ(T) for H3LiIr2O6 

measured at 1 T. The raw data (solid line and circles) is shown along with 
the presumed intrinsic χ (dotted line) after numerically subtracting a 
low-temperature Curie-like contribution, which probably originates from 
magnetic defects (see also Extended Data Fig. 2a). The inset shows 1/χ as 
a function of temperature to emphasize the high-temperature Curie–Weiss 
behaviour of localized Jeff =  1/2 moments. The extrapolation to T =  0 
provides an estimate of the antiferromagnetic Curie–Weiss temperature of 
θCW =  − 105 K. f, Specific heat C as a function of T (main panel) and C/T as 
a function T2 (inset) down to 0.05 K, indicating no signature of magnetic 
ordering. The large non-lattice contribution suggests the presence of low-
lying spin excitations. The nuclear Schottky contribution is subtracted  
(see Methods).
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was (Fig. 1b)25. Powder X-ray diffraction indicates the presence of 
 stacking faults between the honeycomb planes (Methods, Extended 
Data Fig. 1). The presence of magnetic defects with a density of 1%, 
which probably originate from impurities or vacancies, is indicated 
by the  temperature- and magnetic-field-dependent magnetization  
M(T, B) and the low-temperature specific heat C(T, B) (Extended  
Data Fig. 2).

The resistivity ρ(T) of H3LiIr2O6 (Extended Data Fig. 3)  exhibits 
insulating behaviour with an activation energy of approximately 
0.12 eV. In addition, Curie–Weiss behaviour is observed in the mag-
netic susceptibility χ(T) with an effective moment of approximately 
1.60µB per Ir atom (where µB is the Bohr magneton) at temperatures 
above 200 K (Fig. 1e). These findings indicate that H3LiIr2O6 is a  
spin–orbital Jeff =  1/2 Mott insulator. We find a negative value for θCW 
of −105 K, which implies overall antiferromagnetic interactions, as in 
other honeycomb Ir oxides5,6. The energy scale of magnetic interactions 
is of the order of 100 K, but no trace of magnetic ordering is observed 
in χ(T) down to 2 K, in sharp contrast to other Kitaev candidates5–7. 
Accordingly, C(T) down to 0.05 K (Fig. 1f) does not show any signature 
of a phase transition. These results suggest that the ground state of 
H3LiIr2O6 is a liquid state of Jeff =  1/2 moments.
χ(T) and C(T) are not very sensitive to a weak or glassy magnetic 

ordering. We therefore conducted 7Li and 1H NMR measurements 
on aligned powders (Fig. 2a, b) to exclude the possibility of any 
 magnetic ordering. The absence of apparent peak splitting or broad-
ening on  cooling (see also Extended Data Fig. 4a) clearly indicates 
that the system remains paramagnetic down to 1 K, roughly 1% of the 

energy scale of magnetic interaction. We therefore conclude that a 
 quantum-spin-liquid state is realized in honeycomb H3LiIr2O6.

The Knight shift K(T) represents an intrinsic magnetic suscepti bility, 
free from magnetic defects. In Fig. 3a, K(T) is shown for 7Li with mag-
netic fields parallel and perpendicular to the honeycomb plane and no 
indication of magnetic ordering is observed. The sizable anisotropy 
in the susceptibility of up to around 2 between the two field orienta-
tions should originate from spin–orbit coupling, but is not expected 
for the Kitaev model with equal Ising couplings on the three bonds. Its 
existence probably implies an anisotropy in the magnitude of the three 
Ising couplings and/or the presence of off-diagonal interactions12,26. 
On cooling below about 200 K, K(T) deviates from the Curie–Weiss 
behaviour that is seen at higher temperatures, exhibiting a broad peak 
at around 130 K followed by a gradual decrease to a non-zero value. The 
non-zero susceptibility in the low-temperature limit is analogous to the 
susceptibilities observed in organic spin liquids15,16, which have been 
interpreted as evidence for gapless spin excitations. However, spin–orbit 
coupling can lead to a non-zero susceptibility even in a spin liquid with 
a finite excitation gap; because the spin–orbit coupling is strong for Ir 
(λSO ≈  0.5 eV), the non-zero susceptibility does not necessarily imply 
gapless excitations.

The presence of low-lying spin excitations is captured by the NMR 
spin relaxation rate −T1

1. In Fig. 3b we plot (T1T)−1, which measures the 
density of spin excitations. At a low magnetic field of B =  1 T, (T1T)−1 
for 1H and 7Li remains non-zero and shows only weak temperature 
dependence below about 40 K. With increasing B, however, (T1T)−1 at 
low temperatures is suppressed and decreases rapidly below a 
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Figure 1 | Crystal structure and basic physical properties of H3LiIr2O6. 
a, Kitaev model on a honeycomb lattice. S =  1/2 spin moments (indicated 
by arrows) are present on the honeycomb lattice, coupled by bond-
dependent ferromagnetic Ising interactions. The three 120° bonds with 
orthogonal Ising axes compete with each other, giving rise to strong 
magnetic frustration and hence a quantum-spin-liquid state. b, LiIr2O6 
layer unit with an edge-shared network of IrO6 octahedra for α -Li2IrO3 
and H3LiIr2O6. Ir4+ ions with Jeff =  1/2 moments form a honeycomb 
sublattice, as indicated by the dotted lines. The edge-shared Ir–O2–Ir bond 
gives rise to ferromagnetic Ising interaction between the neighbouring 
Jeff =  1/2 moments. c, Layer stacking of α -Li2IrO3 (ref. 30). d, Layer 
stacking of H3LiIr2O6 (ref. 30), in which the interlayer Li+ ions are 
replaced with H+ ions. e, Magnetic susceptibility χ(T) for H3LiIr2O6 

measured at 1 T. The raw data (solid line and circles) is shown along with 
the presumed intrinsic χ (dotted line) after numerically subtracting a 
low-temperature Curie-like contribution, which probably originates from 
magnetic defects (see also Extended Data Fig. 2a). The inset shows 1/χ as 
a function of temperature to emphasize the high-temperature Curie–Weiss 
behaviour of localized Jeff =  1/2 moments. The extrapolation to T =  0 
provides an estimate of the antiferromagnetic Curie–Weiss temperature of 
θCW =  − 105 K. f, Specific heat C as a function of T (main panel) and C/T as 
a function T2 (inset) down to 0.05 K, indicating no signature of magnetic 
ordering. The large non-lattice contribution suggests the presence of low-
lying spin excitations. The nuclear Schottky contribution is subtracted  
(see Methods).
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and α-Li2IrO3. However, their magnetic behavior is differ-
ent as discussed next.
Magnetism.—Figure 2(a) shows that the peak at TN ¼

15 K in the magnetic susceptibility of α-Li2IrO3 due to the
AFM ordering is absent in Ag3LiIr2O6. Similarly, Fig. 2(b)
confirms the absence of a peak in the heat capacity of
Ag3LiIr2O6 unlike the peak at 15 K in α-Li2IrO3. However,
a slight change of slope is discernible in Ag3LiIr2O6 at
TL ¼ 13 K. These observations suggest that the second-
order AFM transition in α-Li2IrO3 is replaced by a cross-
over in Ag3LiIr2O6. The yellow line in Fig. 2(a) is a fit to
the expression χ ¼ χ0 þ ½C=ðT − ΘCWÞ& which yields a
Curie-Weiss temperature ΘCW ¼ −142 K and a magnetic
moment μ ¼ 1.79 μB comparable to the reported values in
α-Li2IrO3 (−105 K, 1.83 μB) [10,36]. This is consistent
with the similar bond angles in Table I and confirms a
comparable strength of the Heisenberg exchange interac-
tion in both compounds.
A small splitting between the zero-field-cooled (ZFC)

and field-cooled (FC) curves is observed below 10 K
[Fig. 2(c)] that suggests a trace of spin glasslike freezing.
As seen in Figs. 2(c) and 2(d), this splitting is only 3%
of the total magnetization, vanishes at higher fields, and
does not produce a peak in the ac susceptibility. Thus, it
originates from a minority of frozen spins (quenched
disorder) while the majority of the system remains in a
paramagnetic QSL state. A universal behavior among QSL
materials with quenched disorder is a data collapse as

reported in H3LiIr2O6, LiZn2Mo3O8, ZnCu3ðOHÞ6Cl2, and
Cu2IrO3 [21,23,37,38]. The data collapse results from a
subset of random singlets induced by a small amount of
disorder within either a spin-liquid or a valence-bond-solid
(VBS) ground state [23]. Figure 2(e) presents a data
collapse of H0.17χac as a function of T=H over three
decades of the scaling parameter. Similarly, Fig. 2(f) shows
a scaling of T−0.83M as a function of H=T. These scaling
analyses confirm the presence of random singlets in
Ag3LiIr2O6 but cannot distinguish between a spin-liquid
or a VBS ground state.
Heat capacity.—As mentioned in the introduction, the

MC simulations suggest that a Kitaev magnet releases the
spin entropy in two successive crossovers at a higher (TH)
and a lower (TL) temperature [8]. In three dimensions, for
example, in a hyperhoneycomb lattice, these crossovers turn
into phase transitions [39,40]. Figure 3(a) presents C=T (per
mole Ir or Sn) as a function of temperature in Ag3LiIr2O6

and Ag3LiSn2O6, where the stannate is used to subtract
the phonon background from the iridate. The resulting
magnetic heat capacity Cm is plotted as a function of T in
Fig. 3(b) and used to calculate the magnetic entropy via
Sm ¼

R
ðCm=TÞdT that reveals a two step structure. The

first step is broad and corresponds to the broad hump
at TH ≈ 75 K in Cm. The second step is better resolved and
corresponds to the peak at TL ¼ 13 K in Cm. Neither
of these features are sharp; i.e., they are more likely
to be crossovers instead of second-order AFM transitions.

FIG. 2. (a) dc magnetic susceptibility as a function of temperature in Ag3LiIr2O6 (red) and α-Li2IrO3 (black) with a magnified view
below 30 K in the inset. The yellow line is a Curie-Weiss fit. (b) Heat capacity per mole Ir as a function of temperature in Ag3LiIr2O6

(red) and α-Li2IrO3 (black data from Ref. [36]). (c) A small splitting in the dc susceptibility data under ZFC and FC conditions appears
below 10 K. It disappears at higher fields. The curves are slightly shifted for visibility. (d) The real part of the ac susceptibility χ0ac as a
function of temperature. (e) Data collapse forHαχ0ac as a function of T=H on a semilog scale with α ¼ 0.17. (f) Data collapse for Tα−1M
as a function of H=T on a log-log scale.
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FIG. 4. (a) Phase diagram for the J1-J2-K model. We find ordered phases with ordering wave vectors (100) (red), ( 1
2

1
2

1
2 ) (green), and (1 1

2 0)
(blue), an incommensurate spiral phase (yellow) whose ordering wave vector continuously varies within the phase, and a spin liquid regime
(gray). The lines indicate the phase boundaries of the classical model for comparison. White and black circles mark high-degeneracy points of
the classical model (see text), their corresponding sets of q vectors are shown in (b) and (c), respectively. The star indicates the parameter set
obtained for Ba2CeIrO6. (d) The frustration parameter f = |!CW|/TN shows the suppression of ordering tendencies caused by the interplay of
geometric and exchange frustration. Gray: spin liquid regime.

To study the competition of geometric and exchange frus-
tration, we explore the minimal microscopic model

H = J1

∑

⟨i, j⟩
S⃗i · S⃗ j + K

∑

⟨i, j⟩γ

Sγ
i S

γ
j + J2

∑

⟨⟨i, j⟩⟩
S⃗i · S⃗ j, (5)

where ⟨i, j⟩γ denotes nearest-neighbor pairs in the plane per-
pendicular to axis γ (= x, y, z), ⟨⟨i, j⟩⟩ runs over next-nearest-
neighbor pairs, and the spin operators S⃗ refer to j = 1/2
moments. We have calculated its rich phase diagram using
a pseudofermion functional renormalization group (pf-FRG)
approach [42]. This numerical scheme combines elements
from 1/S expansion [43] and 1/N expansion [44,45], allowing
it to capture both magnetic order and spin-liquid ground
states. There are four magnetically ordered phases, one of
them showing incommensurate spiral order, see Fig. 4(a).
These phases can be readily understood in the classical limit
of model (5) via a Luttinger-Tisza approach [46,47], with the
classical phase boundaries also indicated in Fig. 4(a). The
quantum model additionally exhibits a spin-liquid phase with
no magnetic order. Its origin is revealed by two points of
special interest in the classical model, see white and black
circles in Fig. 4(a): (i) J2 = K = 0, the fcc nearest-neighbor
Heisenberg antiferromagnet. It exhibits a degenerate manifold
of coplanar spin spiral ground states [48]. The corresponding
set of q vectors is shown in Fig. 4(b). (ii) J2 = J1/2, K = 0,
where three ordered phases meet in the classical model.
This point features an even larger set of degenerate copla-
nar spin-spiral ground states, depicted by the surface of q
vectors in Fig. 4(c). The presence of a considerable (but
still subextensive) manifold of (nearly) degenerate low-energy
states appears to give rise to an extended spin liquid regime
in the quantum model, centered around the classical high-
degeneracy point [49].

To further investigate the interplay of geometric and ex-
change frustration, we calculate [50] the dimensionless frus-
tration parameter f = |!CW|/TN , see Fig. 4(d), using esti-
mates of !CW and TN obtained from fits of the magnetic
susceptibility numerically obtained by FRG calculations. The
frustration parameter diverges in the spin liquid regime due
to the absence of finite-temperature order. Furthermore, f is

particularly large along the phase boundary between the (1 1
2 0)

and ( 1
2

1
2

1
2 ) phases, where both J2 and K are substantial and

antiferromagnetic. This boosts |!CW| while TN is small close
to the phase boundary. Close to the spin-liquid regime for the
parameter set estimated for Ba2CeIrO6 [cf. star in Fig. 4(d)],
we also find large values of f . However, moving away from
the spin-liquid regime the frustration is quickly reduced with
increasing strength of the Kitaev coupling. This is consistent
with a previous classical Monte Carlo study [38,39], although
such a classical analysis by itself is not reliable in the deep
quantum limit of j =1/2. Our results show that the Kitaev
coupling, in competition with the geometric frustration of the
Heisenberg exchange, indeed induces magnetic order for the
system at hand – in striking contrast to a number of j = 1/2
materials where the Kitaev coupling is primarily considered a
source of frustration [2,13].

B. Distortions

The strong frustration in Ba2CeIrO6 boosts the importance
of magnetoelastic coupling. We find theoretically that even
small local distortions severely affect the exchange couplings,
although the ground state wave function remains close to
the j = 1/2 limit, see Eq. (4). The precise character of
the local distortions cannot be determined from our x-ray
diffraction results, which show global cubic symmetry. A
putative tetragonal distortion of strength #CF gives rise to a
strong spatial anisotropy, which can be rationalized as follows.
Focusing, e.g., on the dominant contribution to exchange
within the xy plane, we find Jxy

1 to depend quadratically on
the occupation probability of the xy orbital. Comparing cubic
#CF = 0 with the distorted case #CF/λ ≈ 0.4 derived above,
the xy occupation is strongly enhanced from 1/3 to 0.46
and as a result the nearest-neighbor Heisenberg exchange
Jxy

1 increases by about a factor of two, which corresponds
to a dramatic magnetoelastic effect. In particular, #CF >0
strengthens (weakens) J1, J2, and K in the xy plane (yz and
xz planes), while #CF <0 has the reverse effect. This strong
spatial anisotropy of the couplings is sketched in Fig. 1(c).
Note that a change of the xy occupation sin2 θ has a much
more pronounced effect on the exchange, J1 ∝ sin4 θ , than
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Weak-field induced nonmagnetic state  
in a Co-based honeycomb
Ruidan Zhong1, Tong Gao2, Nai Phuan Ong2, Robert J. Cava1*

Layered honeycomb magnets are of interest as potential realizations of the Kitaev quantum spin liquid (KQSL), 
a quantum state with long-range spin entanglement and an exactly solvable Hamiltonian. Conventional magnetically 
ordered states are present for all currently known candidate materials, however, because non-Kitaev terms in the 
Hamiltonians obscure the Kitaev physics. Current experimental studies of the KQSL are focused on 4d or 5d transi-
tion metal–based honeycombs, in which strong spin-orbit coupling can be expected, yielding Kitaev interaction 
that dominates in an applied magnetic field. In contrast, for 3d-based layered honeycomb magnets, spin-orbit 
coupling is weak, and thus, Kitaev physics should be substantially less accessible. Here, we report our studies on 
BaCo2(AsO4)2, for which we find that the magnetic order associated with the non-Kitaev interactions can be fully 
suppressed by a relatively low magnetic field, yielding a nonmagnetic material and implying the presence of 
strong magnetic frustration and weak non-Kitaev interactions.

INTRODUCTION
Unlike the quantum spin liquids (QSLs) found in geometrically 
frustrated quantum magnets, the Kitaev QSL (KQSL) arises from 
strong anisotropy and bond-dependent interactions that frustrate 
the spin configuration on a single site of a honeycomb lattice (1). 
The Kitaev model, which is an exactly solvable model of honeycomb 
lattice magnetism, has attracted considerable recent attention, as it 
gives rise to quantum and topological spin liquids and emergent 
Majorana quasiparticles (1). In real materials, the spin Hamiltonian 
for such systems can be expressed by the sum of three terms, with J, 
K, and G representing Heisenberg (J), Kitaev (K), and bond-dependent 
off-diagonal exchange interactions (G), respectively. This is known 
as the extended Kitaev-Heisenberg quantum spin model (2, 3).

To approach the ideal KQSL state, Kitaev interactions are re-
quired to dominate the spin Hamiltonian (4, 5). Such bond-dependent 
anisotropic Kitaev-type interactions are believed to dominate in 
materials with strong entanglement due to spin-orbit coupling (SOC) 
(6); thus, so far, most theoretical and experimental investigations of 
the KQSL state have been devoted to candidates with 4d and 5d tran-
sition metal–based honeycomb lattices, including a-RuCl3, A2IrO3 
(A = Li and Na), and H3LiIr2O6 (7–10). Although Kitaev interactions 
are supposed to be strong for these materials, they are nonetheless 
not strong enough to stabilize the QSL state. Instead, the inevitable 
non-Kitaev interactions present in all these systems induce conven-
tional magnetic order at finite temperatures (11–13), obscuring the 
signature (e.g., a half-integer quantized thermal Hall conductivity) 
of the Kitaev spin liquid state that is potentially present. Theoretical 
and experimental efforts have shown that the non-Kitaev terms can 
be suppressed by applying tuning parameters, such as a magnetic 
field (13–15), and that the ground state in that case may, in fact, be 
the exotic KQSL phase (16, 17).

In the search for the KQSL, recent theoretical studies (18, 19) 
have provided new ideas for extending the candidates to high-spin 
d7 electron configuration systems, especially those based on the 3d 
transition metal ion Co2+ (L = 1 and S = 3/2) (18). As potentially 

interesting systems, several Co-based materials with a honeycomb 
crystal structure are known, such as BaCo2(PO4)2 (20), BaCo2(AsO4)2 
(21–23), Na3Co2SbO6 (24, 25), and Na2Co2TeO6 (24, 26). All of them 
exhibit conventional long-range or short-range magnetic ordering 
at low temperature. Here, motivated by recent theoretical models, 
we revisit one of these Co-based honeycomb materials, BaCo2(AsO4)2, 
well studied by neutron scattering in the 1970s. Through characteri-
zation of its magnetism, specific heat, and thermal conductivity, we 
find that it is an excellent candidate for the study of Kitaev physics 
in a 3d-based material. Our work on high-quality single crystals 
shows that the magnetic susceptibility is highly anisotropic, that the 
application of an appropriately orientated magnetic field of weak 
magnitude induces two consecutive magnetic phase transitions, and 
that the honeycomb magnet eventually attains a low-temperature 
nonmagnetic state at around 0.5 T. The behavior that we observe is 
similar to what is observed in the well-established 4d-based KQSL 
material a-RuCl3. We find that the magnetic phases present are ex-
tremely sensitive to a relatively weak in-plane field compared to the 
heavy transition metal honeycombs, which is a clear sign of weak 
nearest-neighbor Heisenberg interactions.

RESULTS
Crystal structure and anisotropic magnetic susceptibility
BaCo2(AsO4)2 crystallizes in the trigonal centrosymmetric space 
group R-3 (no. 148), with the lattice parameters a = b = 5.00 Å and 
c = 23.49 Å. Schematic plots of the crystal structure are shown in 
Fig. 1 (A and B). The material consists of Co-based magnetic honey-
comb layers, packed with an ABC periodicity along the c axis (Fig. 1A). 
As shown in Fig. 1B, within the plane, the honeycomb structure is 
made of edge-sharing CoO6 octahedra. No stacking faults or twin 
domains are observable in this material from our single-crystal x-ray 
diffraction characterization owing to the fact that the magnetic 
honeycomb layers are stacked three-dimensionally through ionic 
bonding to the Ba and AsO4 tetrahedra. In contrast, van der Waals 
interlayer bonding, which is the case for a-RuCl3, can lead to honey-
comb plane stacking faults and coexisting structural domains (27, 28). 
Compared to frequently studied Kitaev physics material a-RuCl3 
then, our material is far simpler in terms of interpreting the magnetic 
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Spin-orbit coupled honeycomb magnets with the Kitaev interaction have received a lot of

attention due to their potential of hosting exotic quantum states including quantum spin

liquids. Thus far, the most studied Kitaev systems are 4d/5d-based honeycomb magnets.

Recent theoretical studies predicted that 3d-based honeycomb magnets, including Na2Co2-

TeO6 (NCTO), could also be a potential Kitaev system. Here, we have used a combination of

heat capacity, magnetization, electron spin resonance measurements alongside inelastic

neutron scattering (INS) to study NCTO’s quantum magnetism, and we have found a field-

induced spin disordered state in an applied magnetic field range of 7.5 T < B (⊥ b-axis) <

10.5 T. The INS spectra were also simulated to tentatively extract the exchange interactions.

As a 3d-magnet with a field-induced disordered state on an effective spin-1/2 honeycomb

lattice, NCTO expands the Kitaev model to 3d compounds, promoting further interests on the

spin-orbital effect in quantum magnets.

https://doi.org/10.1038/s41467-021-25567-7 OPEN

1 Key Laboratory of Artificial Structures and Quantum Control, Shenyang National Laboratory for Materials Science, School of Physics and Astronomy, Shanghai
Jiao Tong University, Shanghai 200240, China. 2Department of Physics and Astronomy, Seoul National University, Seoul 08826, Republic of Korea. 3 Center
for Correlated Electron Sciences, Institute for Basic Science (IBS), Seoul 08826, Republic of Korea. 4 Center for Quantum Materials, Seoul National University,
Seoul 08826, Republic of Korea. 5 Institute of Physics, Chinese Academy of Sciences, Beijing 100190, China. 6 University of Chinese Academy of Sciences,
Beijing 100049, China. 7 Department of Physics and Astronomy, University of Tennessee, Knoxville, TN 37996, USA. 8 Institute for Solid State Physics,
University of Tokyo, Kashiwanoha, Kashiwa, Chiba 277-8581, Japan. 9 Institute of Materials Structure Science, High Energy Accelerator Research Organization,
Tsukuba 305-0801, Japan. 10Helmholtz-Zentrum Berlin für Materialien und Energie, Hahn-Meitner-Platz 1, Berlin 14109, Germany. 11 The Henry Royce Institute
and Department of Materials Science and Engineering, The University of Sheffield, Sir Robert Hadfield Building, Sheffield S1 3JD, United Kingdom. 12Mechanical
Engineering and Design, School of Engineering and the Built Environment, Edinburgh Napier University, Edinburgh EH10 5DT, United Kingdom. 13 Spallation
Neutron Source Science Center, Dongguan 523803, China. 14 Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049, China.
15 Shenzhen Institute for Quantum Science and Engineering (SIQSE) and Department of Physics, Southern University of Science and Technology (SUSTech),
Shenzhen, Guangdong 518055, China. 16Department of Physics, Renmin University of China, Beijing 100872, China. 17 Anhui Province Key Laboratory of
Condensed Matter Physics at Extreme Conditions, High Magnetic Field Laboratory, Hefei Institutes of Physical Sciences, Chinese Academy of Science, Hefei,
Anhui 230031, China. 18 CAS Key Laboratory of Photovoltaic and Energy Conservation Materials, Hefei Institutes of Physical Sciences, Chinese Academy of
Sciences, Hefei, Anhui 230031, China. 19 Songshan Lake Materials Laboratory, Dongguan, Guangdong 523808, China. ✉email: yuan.wan@iphy.ac.cn;
jma3@sjtu.edu.cn

NATURE COMMUNICATIONS | ��������(2021)�12:5559� | https://doi.org/10.1038/s41467-021-25567-7 |www.nature.com/naturecommunications 1

12
34

56
78

9
0
()
:,;

ARTICLE

Field-induced quantum spin disordered state in
spin-1/2 honeycomb magnet Na2Co2TeO6
Gaoting Lin 1, Jaehong Jeong2,3, Chaebin Kim 2,4, Yao Wang5,6, Qing Huang 7, Takatsugu Masuda 8,9,
Shinichiro Asai8, Shinichi Itoh 9, Gerrit Günther10, Margarita Russina 10, Zhilun Lu 11,12,
Jieming Sheng13,14,15, Le Wang15, Jiucai Wang 16, Guohua Wang1, Qingyong Ren 1,13,14, Chuanying Xi17,
Wei Tong 17, Langsheng Ling17, Zhengxin Liu 16, Liusuo Wu15, Jiawei Mei 15, Zhe Qu 17,18,
Haidong Zhou 7, Xiaoqun Wang1, Je-Geun Park 2,4, Yuan Wan 5,6,19✉ & Jie Ma 1✉

Spin-orbit coupled honeycomb magnets with the Kitaev interaction have received a lot of

attention due to their potential of hosting exotic quantum states including quantum spin

liquids. Thus far, the most studied Kitaev systems are 4d/5d-based honeycomb magnets.

Recent theoretical studies predicted that 3d-based honeycomb magnets, including Na2Co2-

TeO6 (NCTO), could also be a potential Kitaev system. Here, we have used a combination of

heat capacity, magnetization, electron spin resonance measurements alongside inelastic

neutron scattering (INS) to study NCTO’s quantum magnetism, and we have found a field-

induced spin disordered state in an applied magnetic field range of 7.5 T < B (⊥ b-axis) <

10.5 T. The INS spectra were also simulated to tentatively extract the exchange interactions.

As a 3d-magnet with a field-induced disordered state on an effective spin-1/2 honeycomb

lattice, NCTO expands the Kitaev model to 3d compounds, promoting further interests on the

spin-orbital effect in quantum magnets.

https://doi.org/10.1038/s41467-021-25567-7 OPEN

1 Key Laboratory of Artificial Structures and Quantum Control, Shenyang National Laboratory for Materials Science, School of Physics and Astronomy, Shanghai
Jiao Tong University, Shanghai 200240, China. 2Department of Physics and Astronomy, Seoul National University, Seoul 08826, Republic of Korea. 3 Center
for Correlated Electron Sciences, Institute for Basic Science (IBS), Seoul 08826, Republic of Korea. 4 Center for Quantum Materials, Seoul National University,
Seoul 08826, Republic of Korea. 5 Institute of Physics, Chinese Academy of Sciences, Beijing 100190, China. 6 University of Chinese Academy of Sciences,
Beijing 100049, China. 7 Department of Physics and Astronomy, University of Tennessee, Knoxville, TN 37996, USA. 8 Institute for Solid State Physics,
University of Tokyo, Kashiwanoha, Kashiwa, Chiba 277-8581, Japan. 9 Institute of Materials Structure Science, High Energy Accelerator Research Organization,
Tsukuba 305-0801, Japan. 10Helmholtz-Zentrum Berlin für Materialien und Energie, Hahn-Meitner-Platz 1, Berlin 14109, Germany. 11 The Henry Royce Institute
and Department of Materials Science and Engineering, The University of Sheffield, Sir Robert Hadfield Building, Sheffield S1 3JD, United Kingdom. 12Mechanical
Engineering and Design, School of Engineering and the Built Environment, Edinburgh Napier University, Edinburgh EH10 5DT, United Kingdom. 13 Spallation
Neutron Source Science Center, Dongguan 523803, China. 14 Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049, China.
15 Shenzhen Institute for Quantum Science and Engineering (SIQSE) and Department of Physics, Southern University of Science and Technology (SUSTech),
Shenzhen, Guangdong 518055, China. 16Department of Physics, Renmin University of China, Beijing 100872, China. 17 Anhui Province Key Laboratory of
Condensed Matter Physics at Extreme Conditions, High Magnetic Field Laboratory, Hefei Institutes of Physical Sciences, Chinese Academy of Science, Hefei,
Anhui 230031, China. 18 CAS Key Laboratory of Photovoltaic and Energy Conservation Materials, Hefei Institutes of Physical Sciences, Chinese Academy of
Sciences, Hefei, Anhui 230031, China. 19 Songshan Lake Materials Laboratory, Dongguan, Guangdong 523808, China. ✉email: yuan.wan@iphy.ac.cn;
jma3@sjtu.edu.cn

NATURE COMMUNICATIONS | ��������(2021)�12:5559� | https://doi.org/10.1038/s41467-021-25567-7 |www.nature.com/naturecommunications 1

12
34

56
78

9
0
()
:,;



Kitaev materials, 3rd generation: 
Cobaltites ???

Strong anisotropy of exchange interaction or jeff=1/2 physics is important not 
only for configuration (i.e. Ru3+, Ir4+ ions) and honeycomb geometryt5
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Fig. 5.  Temperature dependence of (a) the magnetic 
susceptibility and (b) heat capacity of SrCoGe2O6 (inset: 
magnetic entropy). (c) Isothermal magnetization curves of 
SrCoGe2O6. 
 
SrMnGe2O6  
    The temperature-dependent magnetic susceptibility for 
polycrystalline SrMnGe2O6 is shown in Figure 6a. A sharp 
transition in the enlarged view (see inset) observed at around 
4.5 K signals the AFM ordering. A Curie-Weiss fit between 100 
and 350 K yielded an effective moment of 5.88(1) µB/Mn2+, 
which is close to the spin-only value expected for the Mn2+ 
cation in a high-spin state (5.92 µB). The Weiss temperature is -
24.6(1) K, reflecting that the predominant magnetic 
interactions between Mn2+ cations are antiferromagnetic. It is 
worth noting that for SrMnGe2O6 the frustration index f is 
determined to be 5.3 which is two times larger in magnitude 
than that of CaMnGe2O6,10 indicating that SrMnGe2O6 is more 
frustrated. The heat capacity measurements (Figure 6b) 
confirm the ordering transition by the presence of a sharp 
peak at 4.5 K. The inset of the Figure 6b displays the magnetic 
entropy extracted similarly as for SrCoGe2O6. The magnetic 
entropy saturates at around 70 K with a maximum entropy 
close to the value 14.9 J.mol-1.K-1 expected for the Mn2+ ion 
with the spin-only contribution given by Rln6. Figure 6c shows 
the isothermal magnetic curves for SrMnGe2O6. Contrarily to 

the case of SrCoGe2O6, no sign of a metamagnetic transition 
can be observed.  
Magnetic structures 
SrCoGe2O6 
 

 

Fig. 6.  Temperature dependence of (a) the magnetic 
susceptibility and (b) heat capacity of SrMnGe2O6 (inset: 
magnetic entropy). (c) Isothermal magnetization curves of 
SrMnGe2O6. 
 
Table 2. Basis vectors for the space group C2/c with k=[100] for 
Co2+ at 4e site. Co1:(0, 0.9099, 0.25), Co2:(0, 0.0901, 0.75); 
Notation: F= S1+S2, A= S1-S2. 

IR Basis vector 
Γ1 (0, Fy, 0) 
Γ2 (0, Ay, 0)) 
Γ3 (Fx, 0, Fz) 
Γ4 (Ax, 0, Az) 

 
Figure 7a displays temperature dependent NPD patterns 
below 11 K for SrCoGe2O6. Magnetic reflections appear below 
10 K, consistent with our magnetic susceptibility and heat 
capacity measurements. At low temperature all magnetic 
reflections can be indexed with a commensurate magnetic 
propagation vector k=[100]. To determine all the possible 
magnetic structures compatible with the crystal symmetry 
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suppresses the conventional Heisenberg interactions and drives the 
system to become a spin liquid state at TN2 (TN) and Hc2.

Similar observations have been reported for a-RuCl3 (39–41), 
which show that the zigzag order within the honeycomb planes is 
continuously suppressed with increasing in-plane field until com-
pletely being washed out around 8 T. Supported by the nuclear 
magnetic resonance (13, 37), thermal Hall conductivity (42), and 
inelastic neutron scattering (16, 17) measurements on that material, 
the field-induced nonmagnetic phase is attributed to the KQSL state. 
Other Kitaev systems are also revealed to be excellent candidates for 
field-induced QSLs, such as Na2IrO3 (43) and b-Li2IrO3 (13). Com-
pared to the known magnetic honeycomb materials, BaCo2(AsO4)2 
exhibits similar effects, although at a much weaker magnitude of 
applied field that is easily accessible in most experimental approaches. 

The phenomenological similarities in BaCo2(AsO4)2 imply that the 
field-induced spin liquid phase may be dominated by the Kitaev inter-
action as well, leading to an excitement on further determinations 
of the possible KQSL state.

The connection between the magnetic field sensitivity and non- 
Kitaev (Heisenberg and other) interactions is evident. In the Ru or 
Ir honeycombs, even with strong SOC and a prominent Kitaev term 
in the spin interactions, the Kitaev physics is not sufficient to stabi-
lize the KQSL ground state because of the existence of the strong 
Heisenberg interactions. Thus, extra tuning parameters such as ex-
ternal fields that kill these nontrivial interactions are necessary to 
realize the pure Kitaev physics. In BaCo2(AsO4)2, in contrast, we 
find a complex multiphase transition and that the magnetic order-
ing can be totally washed out by a weak field of ~0.5 T, indicating 
the presence of weak nearest-neighbor Heisenberg and other non- 
Kitaev interactions, likely because of strong magnetic frustration.

DISCUSSION
Since the two essential elements for the Kitaev interaction are the 
bond-dependent exchange coupling and its anisotropy, honeycomb 
materials based on the 3d transition metal Co2+ are good candidates; 
the orbital degeneracy derived from the unquenched orbital contribu-
tion to the magnetic moment is responsible for the interaction anisot-
ropy (18, 19). In addition, the relativistic SOC l is large compared to 
the Jahn-Teller (JT) coupling EJT and exchange interaction J, giving 
rise to the relatively large SOC in 3d transition metal Co compounds 
(14). Compared to the widely studied low-spin d5 ions, the additional 
ferromagnetic spin exchange of the eg electrons in the d7 configuration 
(i.e., as seen for Co2+) may largely compensate for the AFM contribu-
tion of the Heisenberg term (18) in the Hamiltonian, leading to a prox-
imate KQSL state. Therefore, in addition to the widely discussed heavy 
transition metal systems based on Ir and Ru, Co-based honeycombs 
can also be promising candidates in the search for the KQSL state.
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Fig. 4. Temperature and field dependence of the thermal conductivity. (A) Thermal 
conductivity over temperature kxx/T against temperature at various magnetic fields. 
The inset shows a schematic of the experiment setup. Two thermometers measuring 
temperature at A and B are marked as TA and TB. External field B is applied in-plane. 
w and l represent the sample’s width (1.5 mm) and length (3 mm), respectively. 
(B) Thermal conductivity kxx versus magnetic field at various temperatures. Hc1 and 
Hc2 marked in the figure are obtained from ac susceptibility shown in Fig. 2A. The 
magnetic field is applied in the ab plane for all thermal conductivity measurements.

Magnetic field (T)
Fig. 5. A phase diagram showing the evolution of the AFM order under an in-
plane field in BaCo2(AsO4)2. TN1 (black dots) is defined as the temperature where 
the low-temperature broad transition has a maximum in Fig. 3A. The corresponding 
error bars illustrate the full width at half maximum of the hump. The Néel tempera-
ture TN2 (blue circles) is determined from magnetization in Fig. 3B. TN is determined 
from specific heat data (black squares) shown in Fig. 3C or thermal conductivity 
measurements (red diamonds) shown in Fig. 4A. The boundary between different 
phases, Hc1 and Hc2, is determined from the ac susceptibility in Fig. 2A.
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and thermal properties. Our dark purple single crystals of BaCo2(AsO4)2 
were obtained by the flux growth method, as shown in the inset of 
Fig. 1C.

Anisotropic magnetization is usually found in layered magnetic 
oxides. To characterize the magnetic behavior of Co in the honey-
comb layer of BaCo2(AsO4)2, we measured the magnetic suscepti-
bility of a single crystal under both in-plane and out-of-plane fields 
[presented in Fig. 1 (D and E)]. For magnetic fields H applied parallel 
to the c axis, i.e., for field perpendicular to the honeycomb plane, 
the spin interactions are antiferromagnetic (AFM), as evidenced by 
a negative Curie-Weiss (CW) temperature Q|| = −167.7 K. However, 
with a field applied within the honeycomb plane, a CW temperature 
of Q⊥ = 33.8 K is derived from the fitting, indicating ferromagnetic 
magnetic coupling within the honeycomb planes. From these values, 
we estimate the exchange coupling constant J/kB to be 3.6 K [(29) 
and references therein]. The CW fit of the inverse susceptibility yields 
effective moments of meff,|| = 5.91mB/Co and meff,⊥ = 5.67mB/Co for 
H ∥ c and H ⊥ c, respectively. Clearly, these values are well above 
the spin-only value for the effective S = 1/2 spin configuration of 
Co2+ (1.73mB) because of the unquenched orbital contribution of the Co. 
Similarly, large meff values have been observed in other compounds 
consisting of Co2+O6 octahedra, such as Na2BaCo(PO4)2 (30), which 
is an effective spin-1/2 system, evident by neutron scattering mea-
surements. The strong magnetic anisotropy revealed by the suscep-
tibility in BaCo2(AsO4)2 is consistent with that reported for a-RuCl3, 
which is believed to contribute to the anisotropic exchange interac-
tions in the spin Hamiltonian (11, 31, 32).

Weak field manipulation of the magnetic states
The orientation-dependent M-T data in Fig. 1 (D and E) were ob-
tained under a field of 0.4 T and indicate a clear AFM transition 
when the field is applied in the honeycomb plane. The magnetic 
behavior is greatly dependent on the magnitude of the applied field, 
reflecting the presence of field-induced magnetic phase transitions. 
We have also investigated the ac susceptibility, which is a more sen-
sitive method for determining the onset of magnetic phase transi-

tions (33), as illustrated in Fig. 2A. At each constant temperature, a 
small ac field of 5 Oe with a frequency of 5000 Hz is applied while 
sweeping the dc field within the honeycomb plane. At 1.8 K, two 
peaks in ac susceptibility are observed, corresponding to two sepa-
rate magnetic phase transitions with two critical fields, Hc1 = 0.26 T 
and Hc2 = 0.52 T. Both critical fields are quite sensitive to tempera-
ture. The more obvious transition around 0.5 T displays a decreas-
ing Hc2 with increasing temperature (Fig. 2A, left), while the one at 
the lower field displays more complicated behavior [in the expanded 
data (Fig. 2A, right), one can define Hc1 at two positions, within a 
narrow field range]. Magnetic hysteresis helps clarify the nature of 
those transitions. As illustrated in Fig. 2B, the magnetic hysteresis 
loop measured at 1.8 K has a zero coercivity and a dumbbell shape. 
Despite the fact that the overall magnetic interactions in this mate-
rial are dominated by interplanar AFM coupling (Fig. 2B, inset), 
similar double hysteresis loops observed in the low field regime 
(<Hc1) have been previously reported for ferroelectrics (34) and, in 
this case, appear to result from in-plane ferromagnetic spin cor-
relations. Previous neutron scattering studies (21, 22) reveal that 
the magnetic ground state of this system displays two-dimensional 
spiral order in zero applied field, consisting of weakly coupled quasi- 
ferromagnetic in-plane chains, which may result in the dumbbell- 
shape hysteresis observed below Hc1. At 5 K (Fig. 2C), the magnetic 
hysteresis associated with in-plane ferromagnetic correlations dis-
appears but metamagnetic transitions at Hc1 = 0.155 T and Hc2 = 
0.375 T are still observed. Thus, the field effect on the system can be 
understood by two consecutive AFM-type phase transitions, at Hc1 and 
Hc2, resulting in three magnetic phases, as marked in Fig. 2 (B and C). 
At low temperature, the in-plane ferromagnetic correlations result 
in magnetic hysteresis, leading to a difference in increasing and de-
creasing field behavior (23).

The temperature evolution of the magnetic system measured under 
multiple in-plane fields is illustrated in Fig. 3 (A and B), grouped by 
the field magnitude for clarity. As shown in Fig. 3A, at m0H ≤ 0.26 T, 
a broad transition at lower temperature (TN1) and a sharp AFM 
transition at higher temperature (TN2) are observed (Fig. 3A). When 
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Fig. 1. Crystal structure and anisotropic magnetic susceptibility. (A) Schematic of the BaCo2(AsO4)2 crystal structure, showing the honeycomb plane stacking along 
the c axis. (B) An individual honeycomb layer made of edge-sharing CoO6 octahedra; the [AsO4]3− tetrahedra sit in the middle of each honeycomb. The lines in (A) and (B) 
indicate the unit cell. (C) Room temperature x-ray diffraction pattern of the crushed BaCo2(AsO4)2 single crystals, indicating the high quality of the crystals. Calculated 
diffraction peak positions are marked by short blue ticks. The inset in (C) shows a photo of a dark pink single crystal. a.u., arbitrary units. (D and E) dc magnetic suscepti-
bility c and the inverse susceptibility 1/c as a function of temperature measured for a BaCo2(AsO4)2 single crystal, under magnetic fields (0.4 T) applied both in plane 
[(D), H ⊥ c] and out of plane [(E), H ∥ c]. The magnetic transition is shown in detail in the insets. The CW fitting (black lines) results in Curie temperatures of Q|| = −167.7 K and 
Q⊥ = 33.0 K for out-of-plane and in-plane magnetic fields, respectively. emu, electromagnetic unit.
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Figure 10. Squared-up collinear magnetic structure of BaCo2(AsO4)2. In-plane (↑ and ↓) and out-of-plane 
(+ and −) magnetic ordering. 𝛾 is the tilt angle w.r.t. the b-axis.

Figure 11. Constant-Q scans in BaCo2(AsO4)2 at 𝑇 = 1.5 K as a function of the reduced wave vector 𝑞𝑎, 
showing the dispersion of magnetic excitations along the a* direction. (a): 𝑞𝑎 = 0, 0.1 and 0.2 r.l.u.; 
(b): 𝑞𝑎 = 0.3, 0.4, 0.5 r.l.u. (𝑇 = 1.5 K) and 𝑞𝑎 = 0.5 r.l.u. (𝑇 = 100 K).

may bring interesting new pieces of information, since in principle they allow 
the determination of the whole cross-sections. In BCAO, one of the key points 
is the understanding of the nature of the magnetic excitations, especially their 
relationship with the incommensurate magnetic structure. More specifically, one 
question which should be addressed is to determine whether the magnetic excitations 
are simple spin waves or new, more exotic (e.g., multi-particle bound-state or 
roton-like) excitations. The dispersion of magnetic excitations in BCAO has been 
first determined from both unpolarized and polarized inelastic neutron scattering 
experiments. Typical constant-Q scans obtained within the PG–PG (unpolarized) 
monochromator-analyzer configuration at fixed 𝑘𝑓 = 1.97 Å−1 are shown in 
Figure 11(a) and 11(b), for scattering vectors 𝐐 = (𝑞𝑎, 0, 6.1), with 𝑞𝑎 spanning the 
[0, 0.5] half Brillouin zone. The scan at 𝐐 = (0, 0, 6.1) (see Figure 11(a)) shows the 
sharp-gap feature at Δ0 ≈ 1.47 meV, and another contribution having a maximum 

20 https://doi.org/10.1016/j.heliyon.2018.e00507
2405-8440/© 2018 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Strong temperature and field dependence  
of the thermal conductivity
Thermal conductivity was also used to characterize the honeycomb 
system in the vicinity of the phase transitions. Strong temperature 
and field dependence are observed. Representative data are shown 
in Fig. 4 (A and B). Figure 4A shows the temperature dependence of 
the thermal conductivity kxx for various in-plane applied magnetic 
fields. At temperatures above 5.4 K under 0 applied field, kxx/T de-
creases as temperature decreases. As the temperature drops below 
TN = 5.4 K, however, the material undergoes a phase transition, and 
a long-range AFM order starts to develop. This greatly enhances the 
thermal conductivity because of the suppression of the phonon- 
magnon scattering in the AFM ordered state, which is a common 
observation for magnets. This enhancement is suppressed with a 
magnetic field of 0.4 T and can no longer be seen with an applied 
field of 0.6 T, as the field suppresses AFM order and drives the sam-
ple into nonmagnetic states. The detailed field dependence of the 
thermal conductivity is shown in Fig. 4B. There is no field depen-
dence of thermal conductivity at temperatures above 5.4 K. At 4 K, 
the thermal conductivity increases slightly as the external field reaches 
Hc1 and decreases markedly between Hc1 and Hc2 as the long-range 
order is continuously suppressed by an external in-plane field. The 
material eventually undergoes a metamagnetic phase transition into 
a nonmagnetic state as the external field goes beyond Hc2. In the 

field-induced nonmagnetic state, kxx increases with the magnetic 
field because of increasing magnon stiffness. Spin polarization en-
hances as field increases, resulting in weaker spin-phonon scattering 
and, thus, larger thermal conductivity. Similar observations have 
been reported for a-RuCl3, in which the thermal conductivity reaches 
a minimum at the critical field (36) and kxx is enhanced greatly with 
increasing field in the nonmagnetic state (37). The enhancement of 
kxx at low temperature may be attributed to the low-energy exci-
tations of the field-induced spin liquid phase (38).

Magnetic phase diagram
Using our data and data from the previous studies on the magnetic 
structure of BaCo2(AsO4)2, we generate a magnetic phase diagram 
for this honeycomb material, shown in Fig. 5. The spin spiral struc-
ture in the ground state of BaCo2(AsO4)2 can be easily eliminated 
through spin realignment driven by either temperature or an in-
plane magnetic field. The resulting collinear AFM state may have 
one of several possible magnetic structures, i.e., zigzag, Néel, or stripy 
on the honeycomb lattice. The transition between these states at Hc1 
results in the metamagnetism observed in M versus H (Fig. 2, 
C and D). Such a process involves no change in order parameter; 
thus, no peak was observed in the specific heat measurements. The 
detailed magnetic structures of the AFM phases I and II should be 
further clarified by neutron scattering. Eventually, the in-plane field 
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9

folded) d-d hopping, we recomputed the couplings using
exact diagonalization with significant distortion �2/� =
±0.5 to emphasize the e↵ects. Results are shown in Fig. 7
for the choice t1 = |t3|/4, t4 = t5 = �|t3|/4, t6 = +0.1
eV, which is compatible with the ab-initio estimates. In
Fig. 7(e,f) and (k,l), we also show the e↵ect of corrections
�J . The results are as follow:

Trigonal compression: For �2 < 0, as shown in
Fig. 7(a-e), we find all four of the couplings J,K,�,�0

may be of similar magnitude. This is particularly true in
the region of large ligand-assisted hopping. For the phys-
ically relevant region of large direct hopping (t3 � t2),
we find that K is still relatively suppressed (same as for
�2 = 0), but large �,�0, with sign(�,�0) ⇠ sign(J) are
induced. These results are more easily interpreted in the
alternative XXZ parameterization shown in Fig. 7(e). In
particular, as the local moments become more axial with
larger trigonal distortion, the coupling becomes domi-
nated by a ferromagnetic Ising exchange Jz. Overall,
the estimated ferromagnetic correction �Jz is quite large
compared to the regular d-d contributions. For the phys-
ically relevant region, we anticipate Jxy = �2 to 0 meV,
Jz = �3 to �10 meV, J±± = �0.5 to +0.5 meV, and
Jz± = �0.5 to +1.5 meV for significant trigonal distor-
tion of� = ��/2. . As a result, we expect such materials
to be described mostly by Ising couplings with a common
axis for every bond.

Trigonal elongation: For �2 > 0, we find that K is less
suppressed. The distortions induce o↵-diagonal couplings
following roughly sign(�,�0) ⇠ �sign(J). In the XXZ
parameterization, this corresponds to an enhancement of
Jxy. In the hypothetical ligand-assisted hopping region,
we find that Jz may be almost completely suppressed
due to di↵erent values of the ferromagnetic shifts �Jz
and �Jxy. While Jxy appears to be the largest coupling
in this limit, the bond-dependent couplings Jz± and J±±
may also remain significant. For the physically relevant
region, we find that Jxy is typically the dominant cou-
pling, with Jxy/Jz ⇠ 4, which is the hypothetical limit.
Overall, we anticipate Jxy = �2 to �10 meV, Jz = �0.5
to �4 meV, J±± = �2 to +1 meV, and Jz± = 0 to +1
meV for significant trigonal distortion of � = +�/2.

D. Longer Range Couplings

While we have discussed above that t2g-ligand hy-
bridization should generally be small in 3d metal oxides
(as reflected by small t

⇡

pd), the eg-ligand hybridization
may still play a significant role through the large t

�

pd.
This is particularly relevant for third neighbor bonds in
honeycomb materials, because it gives rise to a large hop-
ping between dx2�y2 orbitals shown in Fig. 8 at order
(t

�

pd)
2
t
�

pp/�
2

pd ⇠ 0.05 to 0.1 eV. This is equivalent to a
3rd neighbor t5, which allows the associated coupling to
be readily estimated from the matrices M. In particular,

FIG. 8. 3rd neighbor hopping relevant to J3.

we estimate (for �2 = 0):

J3 ⇡ +0.5 to + 2.5 meV (47)

K3 ⇡ �3 ⇡ 0 (48)

This is the only major third neighbor hopping pathway,
so there are no additional terms to compete, and a rela-
tively large antiferromagnetic J3 should be expected for
all honeycomb materials with partially occupied eg or-
bitals.

V. CONCLUSIONS

In this work, we have considered the magnetic cou-
plings in edge-sharing d

7
compounds. On this basis, we

make several observations:
(1) All of the edge-sharing Co(II) oxides considered in

this work appear to fall outside the regime of primary
focus in previous theoretical studies

19–22
. In particular,

direct hopping likely dominates over ligand-assisted hop-
ping (t3 � t2). In the realistic regime, we find that K
is generally suppressed compared to J , which calls into
question models with dominantK proposed for these ma-
terials.
(2) Compared to heavy d

5
Kitaev materials such as iri-

dates A2IrO3 and ↵-RuCl3, the weak spin-orbit coupling
of Co increases the relative importance of local distor-
tions. The presence of the eg spins also opens additional
exchange pathways, whose balance depends sensitively
on local parameters such as JH , U , and �1. This makes
anticipating the magnetic Hamiltonian somewhat chal-
lenging. For oxides, Fortuitous fine-tuning may result in
a di↵erent balance of couplings, but we anticipate that
ferromagnetic J (or equivalently Jz, Jxy) is likely always
the largest coupling. The signs and magnitudes of the
other couplings K,�,�0 are influenced by the crystal field
splitting and specific details of the hoppings. We find
regions with all possible signs and relative magnitudes.
Real materials with small trigonal distortions are likely
described by |K/J | ⇠ 0.2 to 0.5, and K ⇡ �; specifi-
cally: J ⇠ �8 to �2 meV, K ⇠ �2 to +2 meV, and

2. 3rd nn exchange ( ) is 
very efficient

J3

1. Isotropic exchange ( ) 
much larger than Kitaev ( )

J1
K1

Why there is no a spin liquid

5

Table I: The dependence of exchange interaction parameters
on on-site Coulomb U computed from DFT+SOC+U total
energy in the extended Kitaev model. Intra-atomic Hund’s
exchange was chosen to be JH=0.9 eV.

U= 5 eV U= 6 eV U= 7 eV

J1 -61.0 K -40.9 K -37.6 K

K1 0.3 K 2.2 K 5.3 K

�1 -2.2 K -1.7 K -1.8 K

�0
1 5.1 K 4.0 K 3.2 K

J3 31.4 K 24.6 K 18.7 K

K3 -0.2 K 0.2 K -0.2 K

�3 -4.5 K -6.0 K -4.5 K

�0
3 -3.6 K -2.3 K -1.8 K

Table II: The dependence of exchange interaction parame-
ters on on-site Coulomb U in the cystallographic parame-
terization. Intra-atomic Hund’s exchange was chosen to be
JH=0.9 eV.

U= 5 eV U= 6 eV U= 7 eV

J1 -63.6 K -42.3 K -37.4 K

�1 0.87 0.85 0.88

J(1)
±± 2.4 K 1.5 K 0.8 K

J(1)
z± 3.5 K 3.7 K 4.9 K

J3 35.2 K 28.2 K 21.3 K

�3 0.67 0.62 0.62

J(3)
±± 0.3 K 1.2 K 0.9 K

J(3)
z± 0.3 K 1.8 K 1.2 K

neighboring Co sites), see Fig. ??. Indeed, the gap be-
tween these bands closes, if the direct xy/xy hopping is
put to zero as explained in SM.

Another very important feature, which becomes ev-
ident already on DFT level, is that hopping between
third nearest neighbors (t3), is not small. The most
important contribution coming from hopping between
eg orbitals, which strongly hybridize with ligand p or-
bitals. This leads, for example, to an e↵ective hopping

tx
2�y

2
/x

2�y
2

3
⇡ 124 meV, see Fig. ??b. This hopping

is associated with an antiferromagnetic J3 that may be
comparable to the nearest neighbor exchange J1. This
finding is in contradiction with the assumption? ? ? that
longer range couplings should be suppressed in 3d7 com-
pounds as a result of stronger Coulomb interactions and
smaller d orbitals localizing the moments in compari-
son to traditional 4d5 and 5d5 Kitaev candidate mate-
rials. In fact, the partial filling of the eg orbitals in
3d7 Co(II) provides additional long-range exchange path-
ways. Large hopping between the 3rd nearest neighbors
is also reflected in electronic structure of Ba2Co(AsO4)2.
It results in formation of the bonding and antibonding
eg states as discussed in SM, which are clearly seen in
Fig. ??.

Ab-initio Exchange Parameters.- We use a variety of

approaches to estimate the magnetic exchange couplings.
Conventional DFT calculations underestimate the e↵ect
of strong Coulomb correlations, which must be taken into
account for extraction of the exchange interaction in the
transition metal oxides. We therefore first computed the
magnetic interactions based on DFT(GGA)+U+SOC
calculation of total energies of four non-collinear mag-
netic configurations? . Results for the first and third
nearest neighbors are summarized in Tables ?? and ??
in terms of both extended Kitaev and crystallographic
parameterizations. The calculations were performed for
several values of the on-site Hubbard repulsion parame-
ter U , but all of them demonstrate that (i) the Kitaev
exchange is small both for the first and third nearest
neighbors and that (ii) there is a strong exchange cou-
pling with third nearest neighbors. Both factors strongly
suppress formation of a spin-liquid state, and are com-
patible with previous neutron scattering analysis, which
suggested J1 ⇠ �38 K, J3 ⇠ +10 K. We note, however,
that the large XXZ anisotropy estimated from experi-
ment (� ⇠ 0.37) is not reproduced in this approach.

In order to further examine the magnetic couplings,
we employed a complementary approach? ? similar to
Ref. ? : exact diagonalization of the five d-orbital model
on two sites. For this purpose, we employ hopping inte-
grals obtained from VASP, and take the fully spherically
symmetric form? of the on-site Coulomb interactions
with Slater parameters F4/F2 = 0.625, and F0 ⌘ U and
F2 ⌘ 14J/(1+0.625) set according to U = 5 to 7 eV, and
JH,t2g = 0.9 eV. The results are shown in Table ??. For
the purpose of comparison, results for Coulomb parame-
ters equivalent to Ref. ? (U = 3.25 eV, JH,t2g = 0.7 eV)
are also shown. We note that this approach neglects an
important contribution to the exchange involving multi-
ple holes on a given ligand, which can be corrected using
expressions from perturbation theory? ? ? . This leads
to shifts of the nearest neighbor couplings J1 ! J1 + �J,
and �1 ! �1 + �� and �0
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case, a rough estimate is �J ⇠ �20 K, and �� ⇠ +7
K. Both corrected and uncorrected results are given in
Tables ?? and ??.

The ED + perturbation theory results are essentially
compatible with the DFT results above; ferromagnetic J1
dominates the couplings, while the anisotropic couplings
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> 0 are all of smaller but similar magnitude.

The main di↵erence is that the XXZ anisotropy is con-
siderably stronger in ED results, with corrected values of
�1 ranging between 0.2 and 0.5. This anisotropy orig-
inates from the e↵ects of local trigonal crystal field on
the je↵ = 1/2 multiplet structure, which may not be
completely captured in single reference methods such as
DFT. On the other hand, the present ED method tends
to overestimate long-range interactions, likely due to an
underlocalization of the Wannier functions in the estima-
tions of the hopping integrals at the DFT level.

Magneto-elastic coupling.- Finally, in addition to quan-
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Table I: The dependence of exchange interaction parameters
on on-site Coulomb U computed from DFT+SOC+U total
energy in the extended Kitaev model. Intra-atomic Hund’s
exchange was chosen to be JH=0.9 eV.
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J3 31.4 K 24.6 K 18.7 K

K3 -0.2 K 0.2 K -0.2 K
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J3 35.2 K 28.2 K 21.3 K

�3 0.67 0.62 0.62
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neighboring Co sites), see Fig. ??. Indeed, the gap be-
tween these bands closes, if the direct xy/xy hopping is
put to zero as explained in SM.

Another very important feature, which becomes ev-
ident already on DFT level, is that hopping between
third nearest neighbors (t3), is not small. The most
important contribution coming from hopping between
eg orbitals, which strongly hybridize with ligand p or-
bitals. This leads, for example, to an e↵ective hopping
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is associated with an antiferromagnetic J3 that may be
comparable to the nearest neighbor exchange J1. This
finding is in contradiction with the assumption? ? ? that
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pounds as a result of stronger Coulomb interactions and
smaller d orbitals localizing the moments in compari-
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3d7 Co(II) provides additional long-range exchange path-
ways. Large hopping between the 3rd nearest neighbors
is also reflected in electronic structure of Ba2Co(AsO4)2.
It results in formation of the bonding and antibonding
eg states as discussed in SM, which are clearly seen in
Fig. ??.

Ab-initio Exchange Parameters.- We use a variety of

approaches to estimate the magnetic exchange couplings.
Conventional DFT calculations underestimate the e↵ect
of strong Coulomb correlations, which must be taken into
account for extraction of the exchange interaction in the
transition metal oxides. We therefore first computed the
magnetic interactions based on DFT(GGA)+U+SOC
calculation of total energies of four non-collinear mag-
netic configurations? . Results for the first and third
nearest neighbors are summarized in Tables ?? and ??
in terms of both extended Kitaev and crystallographic
parameterizations. The calculations were performed for
several values of the on-site Hubbard repulsion parame-
ter U , but all of them demonstrate that (i) the Kitaev
exchange is small both for the first and third nearest
neighbors and that (ii) there is a strong exchange cou-
pling with third nearest neighbors. Both factors strongly
suppress formation of a spin-liquid state, and are com-
patible with previous neutron scattering analysis, which
suggested J1 ⇠ �38 K, J3 ⇠ +10 K. We note, however,
that the large XXZ anisotropy estimated from experi-
ment (� ⇠ 0.37) is not reproduced in this approach.

In order to further examine the magnetic couplings,
we employed a complementary approach? ? similar to
Ref. ? : exact diagonalization of the five d-orbital model
on two sites. For this purpose, we employ hopping inte-
grals obtained from VASP, and take the fully spherically
symmetric form? of the on-site Coulomb interactions
with Slater parameters F4/F2 = 0.625, and F0 ⌘ U and
F2 ⌘ 14J/(1+0.625) set according to U = 5 to 7 eV, and
JH,t2g = 0.9 eV. The results are shown in Table ??. For
the purpose of comparison, results for Coulomb parame-
ters equivalent to Ref. ? (U = 3.25 eV, JH,t2g = 0.7 eV)
are also shown. We note that this approach neglects an
important contribution to the exchange involving multi-
ple holes on a given ligand, which can be corrected using
expressions from perturbation theory? ? ? . This leads
to shifts of the nearest neighbor couplings J1 ! J1 + �J,
and �1 ! �1 + �� and �0

1
! �0

1
+ �� that can be esti-

mated from the trigonal crystal field splitting and real-
istic metal-ligand hopping parameters (see? ? ). In this
case, a rough estimate is �J ⇠ �20 K, and �� ⇠ +7
K. Both corrected and uncorrected results are given in
Tables ?? and ??.

The ED + perturbation theory results are essentially
compatible with the DFT results above; ferromagnetic J1
dominates the couplings, while the anisotropic couplings
K1,�1,�0

1
> 0 are all of smaller but similar magnitude.

The main di↵erence is that the XXZ anisotropy is con-
siderably stronger in ED results, with corrected values of
�1 ranging between 0.2 and 0.5. This anisotropy orig-
inates from the e↵ects of local trigonal crystal field on
the je↵ = 1/2 multiplet structure, which may not be
completely captured in single reference methods such as
DFT. On the other hand, the present ED method tends
to overestimate long-range interactions, likely due to an
underlocalization of the Wannier functions in the estima-
tions of the hopping integrals at the DFT level.

Magneto-elastic coupling.- Finally, in addition to quan-

5

Table I: The dependence of exchange interaction parameters
on on-site Coulomb U computed from DFT+SOC+U total
energy in the extended Kitaev model. Intra-atomic Hund’s
exchange was chosen to be JH=0.9 eV.

U= 5 eV U= 6 eV U= 7 eV

J1 -61.0 K -40.9 K -37.6 K

K1 0.3 K 2.2 K 5.3 K

�1 -2.2 K -1.7 K -1.8 K

�0
1 5.1 K 4.0 K 3.2 K

J3 31.4 K 24.6 K 18.7 K

K3 -0.2 K 0.2 K -0.2 K

�3 -4.5 K -6.0 K -4.5 K

�0
3 -3.6 K -2.3 K -1.8 K

Table II: The dependence of exchange interaction parame-
ters on on-site Coulomb U in the cystallographic parame-
terization. Intra-atomic Hund’s exchange was chosen to be
JH=0.9 eV.

U= 5 eV U= 6 eV U= 7 eV

J1 -63.6 K -42.3 K -37.4 K

�1 0.87 0.85 0.88

J(1)
±± 2.4 K 1.5 K 0.8 K

J(1)
z± 3.5 K 3.7 K 4.9 K

J3 35.2 K 28.2 K 21.3 K

�3 0.67 0.62 0.62

J(3)
±± 0.3 K 1.2 K 0.9 K

J(3)
z± 0.3 K 1.8 K 1.2 K

neighboring Co sites), see Fig. ??. Indeed, the gap be-
tween these bands closes, if the direct xy/xy hopping is
put to zero as explained in SM.

Another very important feature, which becomes ev-
ident already on DFT level, is that hopping between
third nearest neighbors (t3), is not small. The most
important contribution coming from hopping between
eg orbitals, which strongly hybridize with ligand p or-
bitals. This leads, for example, to an e↵ective hopping

tx
2�y

2
/x

2�y
2

3
⇡ 124 meV, see Fig. ??b. This hopping

is associated with an antiferromagnetic J3 that may be
comparable to the nearest neighbor exchange J1. This
finding is in contradiction with the assumption? ? ? that
longer range couplings should be suppressed in 3d7 com-
pounds as a result of stronger Coulomb interactions and
smaller d orbitals localizing the moments in compari-
son to traditional 4d5 and 5d5 Kitaev candidate mate-
rials. In fact, the partial filling of the eg orbitals in
3d7 Co(II) provides additional long-range exchange path-
ways. Large hopping between the 3rd nearest neighbors
is also reflected in electronic structure of Ba2Co(AsO4)2.
It results in formation of the bonding and antibonding
eg states as discussed in SM, which are clearly seen in
Fig. ??.

Ab-initio Exchange Parameters.- We use a variety of

approaches to estimate the magnetic exchange couplings.
Conventional DFT calculations underestimate the e↵ect
of strong Coulomb correlations, which must be taken into
account for extraction of the exchange interaction in the
transition metal oxides. We therefore first computed the
magnetic interactions based on DFT(GGA)+U+SOC
calculation of total energies of four non-collinear mag-
netic configurations? . Results for the first and third
nearest neighbors are summarized in Tables ?? and ??
in terms of both extended Kitaev and crystallographic
parameterizations. The calculations were performed for
several values of the on-site Hubbard repulsion parame-
ter U , but all of them demonstrate that (i) the Kitaev
exchange is small both for the first and third nearest
neighbors and that (ii) there is a strong exchange cou-
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grals obtained from VASP, and take the fully spherically
symmetric form? of the on-site Coulomb interactions
with Slater parameters F4/F2 = 0.625, and F0 ⌘ U and
F2 ⌘ 14J/(1+0.625) set according to U = 5 to 7 eV, and
JH,t2g = 0.9 eV. The results are shown in Table ??. For
the purpose of comparison, results for Coulomb parame-
ters equivalent to Ref. ? (U = 3.25 eV, JH,t2g = 0.7 eV)
are also shown. We note that this approach neglects an
important contribution to the exchange involving multi-
ple holes on a given ligand, which can be corrected using
expressions from perturbation theory? ? ? . This leads
to shifts of the nearest neighbor couplings J1 ! J1 + �J,
and �1 ! �1 + �� and �0

1
! �0

1
+ �� that can be esti-

mated from the trigonal crystal field splitting and real-
istic metal-ligand hopping parameters (see? ? ). In this
case, a rough estimate is �J ⇠ �20 K, and �� ⇠ +7
K. Both corrected and uncorrected results are given in
Tables ?? and ??.

The ED + perturbation theory results are essentially
compatible with the DFT results above; ferromagnetic J1
dominates the couplings, while the anisotropic couplings
K1,�1,�0

1
> 0 are all of smaller but similar magnitude.

The main di↵erence is that the XXZ anisotropy is con-
siderably stronger in ED results, with corrected values of
�1 ranging between 0.2 and 0.5. This anisotropy orig-
inates from the e↵ects of local trigonal crystal field on
the je↵ = 1/2 multiplet structure, which may not be
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FIG. 5. (a) Luttinger-Tisza phase diagram of the XY (i.e., ! = 0) J1-J3-J (3)
z± model (4) calculated with the Luttinger-Tisza method for

J1 < 0, J3 > 0. The ordering vector of the classical state Qy is represented by the color intensity map. (b) Classical phase diagram of the model
(4) with the same notation for the intensity map. (c) DMRG phase diagram of the model (4) for S = 1/2. The gray areas indicate regions of
the intermediate phases which are beyond the scope of this work. (d) Example of the DMRG calculation for a representative parameter set
J3 = J (3)

z± = 0.5|J| which exhibits a double-zigzag ground state.

that, compared to the LT method, the double-zigzag state is,
in fact, stabilized in the phase diagram of the J1-J3-J (3)

z± model
for J (3)

z± ! 0.2, while the spiral state is stable for J (3)
z± " 0.2.

Moreover, it is known that there are strong renormal-
izations of phase diagrams of frustrated quantum S =
1/2 models relative to the classical S → ∞ approximation
[46,58–67]. In order to study the model (4) in the quantum
limit in the context of jeff = 1/2 moments of BaCo2(AsO4)2,
we employ the density matrix renormalization group (DMRG)
[68] using the ITENSOR library [69] on a 192-site S = 1/2
cluster with open boundary conditions using 20 sweeps with
error <10−4 and a random initial state. (We have also studied
clusters of other sizes and with periodic boundary conditions;
they all yielded very similar results.) The phases were iden-
tified by the maximum value of spin-spin correlator S (k)
calculated at ", K , M, and (0,π/3), where

S (k) =
∑

i, j

⟨Si · S j⟩eik(ri−r j ). (5)

The phase diagram, obtained with the DMRG in the quan-
tum S = 1/2 limit, is shown in Fig. 5(c). The ordering vector
is shown by the color intensity, the same as in Figs. 5(a)
and 5(b); the phases in gray are intermediate between FM,
double zigzag, and zigzag, but their characterization is beyond
the scope of this work. Note that our investigative DMRG
calculation is unable to give a conclusive result in the region
of multiple-phase competition for J (3)

z± < 0.1|J1|. Nonetheless,
we can see that the double-zigzag state is stable in a wider
region of the phase diagram for S = 1/2, relative to classical
model predictions. This fact implies that quantum fluctuations
play a significant role, which is captured by the DMRG. This
mechanism is generic and applies beyond the minimal model.
Such fluctuations are known to stabilize collinear orders in
frustrated systems, such as the field-induced up-up-down state
in the triangular lattice antiferromagnet [70,71], honeycomb
J1-J2 model [72], and anisotropic-exchange model on a trian-
gular lattice [56,58,73].

An example of the spin orientations obtained with the
DMRG for the representative parameter set J3 = J (3)

z± =
0.5|J1| is shown in Fig. 5(c). This observed spin structure
is precisely the same as that measured in the latest neutron
data [15], the + + −− double-zigzag structure. Moreover, an
out-of-plane canting of the spins around 5◦ was also reported
[15]. We also observe the out-of-plane canting, induced by the
anisotropic J (3)

z± term, which couples in-plane and out-of-plane
spin components. However, the canting in our DMRG calcu-
lation not only has opposite signs between chains of opposite
directions but also has different signs between the A and B
sublattices of the honeycomb lattice.

Finally, we remark on an additional mechanism that
may stabilize the mysterious double-zigzag structure. Our
DFT+U+SOC calculations (U = 6 eV) show that the zigzag
is the ground state magnetic structure with the double zigzag
being 1.2 meV/f.u. higher in energy for the experimental
crystal structure. However, relaxation of the atomic positions
completely changes the situation: the double-zigzag order
becomes more stable than the spiral by 0.2 meV/f.u. (≈1
K/Co). The task of deciphering the origin of the stabilization
of the double-zigzag structure from ab initio calculations is
extremely complicated due to a tiny total energy difference
(corresponding hopping parameters and nearest-neighbor ex-
change constants can be found in the SM), but one can
conclude with certainty that (i) the system is on the border
between two magnetic phases and phase separation or the
presence of different domains is not excluded and (ii) the
magnetoelastic coupling is important in BaCo2(AsO4)2 [74].

VI. CONCLUSIONS

By means of ab initio band structure, Luttinger-Tisza, and
DMRG calculations we studied the electronic and magnetic
properties of BaCo2(AsO4)2, a candidate material for the
realization of the celebrated Kitaev model. While previous
theoretical results [3] and experimental data [20] suggested
a dominant Kitaev interaction, promising proximity to the
spin-liquid regime, in this paper we showed that this notion
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izations of phase diagrams of frustrated quantum S =
1/2 models relative to the classical S → ∞ approximation
[46,58–67]. In order to study the model (4) in the quantum
limit in the context of jeff = 1/2 moments of BaCo2(AsO4)2,
we employ the density matrix renormalization group (DMRG)
[68] using the ITENSOR library [69] on a 192-site S = 1/2
cluster with open boundary conditions using 20 sweeps with
error <10−4 and a random initial state. (We have also studied
clusters of other sizes and with periodic boundary conditions;
they all yielded very similar results.) The phases were iden-
tified by the maximum value of spin-spin correlator S (k)
calculated at ", K , M, and (0,π/3), where

S (k) =
∑

i, j

⟨Si · S j⟩eik(ri−r j ). (5)

The phase diagram, obtained with the DMRG in the quan-
tum S = 1/2 limit, is shown in Fig. 5(c). The ordering vector
is shown by the color intensity, the same as in Figs. 5(a)
and 5(b); the phases in gray are intermediate between FM,
double zigzag, and zigzag, but their characterization is beyond
the scope of this work. Note that our investigative DMRG
calculation is unable to give a conclusive result in the region
of multiple-phase competition for J (3)

z± < 0.1|J1|. Nonetheless,
we can see that the double-zigzag state is stable in a wider
region of the phase diagram for S = 1/2, relative to classical
model predictions. This fact implies that quantum fluctuations
play a significant role, which is captured by the DMRG. This
mechanism is generic and applies beyond the minimal model.
Such fluctuations are known to stabilize collinear orders in
frustrated systems, such as the field-induced up-up-down state
in the triangular lattice antiferromagnet [70,71], honeycomb
J1-J2 model [72], and anisotropic-exchange model on a trian-
gular lattice [56,58,73].

An example of the spin orientations obtained with the
DMRG for the representative parameter set J3 = J (3)

z± =
0.5|J1| is shown in Fig. 5(c). This observed spin structure
is precisely the same as that measured in the latest neutron
data [15], the + + −− double-zigzag structure. Moreover, an
out-of-plane canting of the spins around 5◦ was also reported
[15]. We also observe the out-of-plane canting, induced by the
anisotropic J (3)

z± term, which couples in-plane and out-of-plane
spin components. However, the canting in our DMRG calcu-
lation not only has opposite signs between chains of opposite
directions but also has different signs between the A and B
sublattices of the honeycomb lattice.

Finally, we remark on an additional mechanism that
may stabilize the mysterious double-zigzag structure. Our
DFT+U+SOC calculations (U = 6 eV) show that the zigzag
is the ground state magnetic structure with the double zigzag
being 1.2 meV/f.u. higher in energy for the experimental
crystal structure. However, relaxation of the atomic positions
completely changes the situation: the double-zigzag order
becomes more stable than the spiral by 0.2 meV/f.u. (≈1
K/Co). The task of deciphering the origin of the stabilization
of the double-zigzag structure from ab initio calculations is
extremely complicated due to a tiny total energy difference
(corresponding hopping parameters and nearest-neighbor ex-
change constants can be found in the SM), but one can
conclude with certainty that (i) the system is on the border
between two magnetic phases and phase separation or the
presence of different domains is not excluded and (ii) the
magnetoelastic coupling is important in BaCo2(AsO4)2 [74].

VI. CONCLUSIONS

By means of ab initio band structure, Luttinger-Tisza, and
DMRG calculations we studied the electronic and magnetic
properties of BaCo2(AsO4)2, a candidate material for the
realization of the celebrated Kitaev model. While previous
theoretical results [3] and experimental data [20] suggested
a dominant Kitaev interaction, promising proximity to the
spin-liquid regime, in this paper we showed that this notion
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FIG. 5. (a) Luttinger-Tisza phase diagram of the XY (i.e., ! = 0) J1-J3-J (3)
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for J (3)

z± ! 0.2, while the spiral state is stable for J (3)
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cluster with open boundary conditions using 20 sweeps with
error <10−4 and a random initial state. (We have also studied
clusters of other sizes and with periodic boundary conditions;
they all yielded very similar results.) The phases were iden-
tified by the maximum value of spin-spin correlator S (k)
calculated at ", K , M, and (0,π/3), where
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⟨Si · S j⟩eik(ri−r j ). (5)

The phase diagram, obtained with the DMRG in the quan-
tum S = 1/2 limit, is shown in Fig. 5(c). The ordering vector
is shown by the color intensity, the same as in Figs. 5(a)
and 5(b); the phases in gray are intermediate between FM,
double zigzag, and zigzag, but their characterization is beyond
the scope of this work. Note that our investigative DMRG
calculation is unable to give a conclusive result in the region
of multiple-phase competition for J (3)

z± < 0.1|J1|. Nonetheless,
we can see that the double-zigzag state is stable in a wider
region of the phase diagram for S = 1/2, relative to classical
model predictions. This fact implies that quantum fluctuations
play a significant role, which is captured by the DMRG. This
mechanism is generic and applies beyond the minimal model.
Such fluctuations are known to stabilize collinear orders in
frustrated systems, such as the field-induced up-up-down state
in the triangular lattice antiferromagnet [70,71], honeycomb
J1-J2 model [72], and anisotropic-exchange model on a trian-
gular lattice [56,58,73].

An example of the spin orientations obtained with the
DMRG for the representative parameter set J3 = J (3)

z± =
0.5|J1| is shown in Fig. 5(c). This observed spin structure
is precisely the same as that measured in the latest neutron
data [15], the + + −− double-zigzag structure. Moreover, an
out-of-plane canting of the spins around 5◦ was also reported
[15]. We also observe the out-of-plane canting, induced by the
anisotropic J (3)

z± term, which couples in-plane and out-of-plane
spin components. However, the canting in our DMRG calcu-
lation not only has opposite signs between chains of opposite
directions but also has different signs between the A and B
sublattices of the honeycomb lattice.

Finally, we remark on an additional mechanism that
may stabilize the mysterious double-zigzag structure. Our
DFT+U+SOC calculations (U = 6 eV) show that the zigzag
is the ground state magnetic structure with the double zigzag
being 1.2 meV/f.u. higher in energy for the experimental
crystal structure. However, relaxation of the atomic positions
completely changes the situation: the double-zigzag order
becomes more stable than the spiral by 0.2 meV/f.u. (≈1
K/Co). The task of deciphering the origin of the stabilization
of the double-zigzag structure from ab initio calculations is
extremely complicated due to a tiny total energy difference
(corresponding hopping parameters and nearest-neighbor ex-
change constants can be found in the SM), but one can
conclude with certainty that (i) the system is on the border
between two magnetic phases and phase separation or the
presence of different domains is not excluded and (ii) the
magnetoelastic coupling is important in BaCo2(AsO4)2 [74].

VI. CONCLUSIONS

By means of ab initio band structure, Luttinger-Tisza, and
DMRG calculations we studied the electronic and magnetic
properties of BaCo2(AsO4)2, a candidate material for the
realization of the celebrated Kitaev model. While previous
theoretical results [3] and experimental data [20] suggested
a dominant Kitaev interaction, promising proximity to the
spin-liquid regime, in this paper we showed that this notion
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that, compared to the LT method, the double-zigzag state is,
in fact, stabilized in the phase diagram of the J1-J3-J (3)

z± model
for J (3)

z± ! 0.2, while the spiral state is stable for J (3)
z± " 0.2.

Moreover, it is known that there are strong renormal-
izations of phase diagrams of frustrated quantum S =
1/2 models relative to the classical S → ∞ approximation
[46,58–67]. In order to study the model (4) in the quantum
limit in the context of jeff = 1/2 moments of BaCo2(AsO4)2,
we employ the density matrix renormalization group (DMRG)
[68] using the ITENSOR library [69] on a 192-site S = 1/2
cluster with open boundary conditions using 20 sweeps with
error <10−4 and a random initial state. (We have also studied
clusters of other sizes and with periodic boundary conditions;
they all yielded very similar results.) The phases were iden-
tified by the maximum value of spin-spin correlator S (k)
calculated at ", K , M, and (0,π/3), where

S (k) =
∑

i, j

⟨Si · S j⟩eik(ri−r j ). (5)

The phase diagram, obtained with the DMRG in the quan-
tum S = 1/2 limit, is shown in Fig. 5(c). The ordering vector
is shown by the color intensity, the same as in Figs. 5(a)
and 5(b); the phases in gray are intermediate between FM,
double zigzag, and zigzag, but their characterization is beyond
the scope of this work. Note that our investigative DMRG
calculation is unable to give a conclusive result in the region
of multiple-phase competition for J (3)

z± < 0.1|J1|. Nonetheless,
we can see that the double-zigzag state is stable in a wider
region of the phase diagram for S = 1/2, relative to classical
model predictions. This fact implies that quantum fluctuations
play a significant role, which is captured by the DMRG. This
mechanism is generic and applies beyond the minimal model.
Such fluctuations are known to stabilize collinear orders in
frustrated systems, such as the field-induced up-up-down state
in the triangular lattice antiferromagnet [70,71], honeycomb
J1-J2 model [72], and anisotropic-exchange model on a trian-
gular lattice [56,58,73].

An example of the spin orientations obtained with the
DMRG for the representative parameter set J3 = J (3)

z± =
0.5|J1| is shown in Fig. 5(c). This observed spin structure
is precisely the same as that measured in the latest neutron
data [15], the + + −− double-zigzag structure. Moreover, an
out-of-plane canting of the spins around 5◦ was also reported
[15]. We also observe the out-of-plane canting, induced by the
anisotropic J (3)

z± term, which couples in-plane and out-of-plane
spin components. However, the canting in our DMRG calcu-
lation not only has opposite signs between chains of opposite
directions but also has different signs between the A and B
sublattices of the honeycomb lattice.

Finally, we remark on an additional mechanism that
may stabilize the mysterious double-zigzag structure. Our
DFT+U+SOC calculations (U = 6 eV) show that the zigzag
is the ground state magnetic structure with the double zigzag
being 1.2 meV/f.u. higher in energy for the experimental
crystal structure. However, relaxation of the atomic positions
completely changes the situation: the double-zigzag order
becomes more stable than the spiral by 0.2 meV/f.u. (≈1
K/Co). The task of deciphering the origin of the stabilization
of the double-zigzag structure from ab initio calculations is
extremely complicated due to a tiny total energy difference
(corresponding hopping parameters and nearest-neighbor ex-
change constants can be found in the SM), but one can
conclude with certainty that (i) the system is on the border
between two magnetic phases and phase separation or the
presence of different domains is not excluded and (ii) the
magnetoelastic coupling is important in BaCo2(AsO4)2 [74].

VI. CONCLUSIONS

By means of ab initio band structure, Luttinger-Tisza, and
DMRG calculations we studied the electronic and magnetic
properties of BaCo2(AsO4)2, a candidate material for the
realization of the celebrated Kitaev model. While previous
theoretical results [3] and experimental data [20] suggested
a dominant Kitaev interaction, promising proximity to the
spin-liquid regime, in this paper we showed that this notion
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Inelastic neutrons

Co-based pyroxenes ABCo2O6:  
novel (1D?) materials with strong Kitaev

SrCoGe2O6
Orders magnetically, but 

transition is suppressed by H

DRAFT

Fig. 2. Magnetic susceptibility, heat capacity and magnetic phase diagram of SrCoGe2O6. (a) Magnetic susceptibility curves ‰(T ) of polycrystalline sample of SrCoGe2O6
measured in applied magnetic fields after zero-field cooling (ZFC) procedure. (b) Heat capacity curves Cp(T )/T of SrCoGe2O6 measured in applied magnetic fields
up to µ0H = 13 T. (c) Magnetic phase diagram of SrCoGe2O6 plotted in T ≠ µ0H coordinates. PM, FI and AFM mark paramagnetic state, field-induced state, and
antiferromagnetic state, respectively.

around 2 meV appears as a dispersionless band with modulated
intensity across the entire Q region. An evident concave shape,
exhibiting a minimum around |Q| ≥ 0.7 Å≠1, is observable in the
data. This characteristic is reminiscent of the behavior observed in
other honeycomb lattice magnets with zigzag AFM order [43, 44].
No magnetic signals were observed above an energy transfer of 3 meV.

First principle calculations. Careful analysis of the INS can be
performed within the spin-wave theory, but to reduce the number of
model parameters and also narrow their value range we first perform
DFT calculations.

SrCoGe2O6 was found to be an insulator with the band gap of
1.8 eV and magnetic moments 2.8 µB in GGA+U calculations for
Hubbard U = 6 eV and Hund’s JH = 0.9 eV, typically used in litera-
ture [30]. Account of the SOC via GGA+U+SOC shows that spins
are predominantly oriented along c axis and orbital contribution to
the magnetic moment is 0.2 µB .

The spin lattice in pyroxenes can be characterized by chains con-
nected by two inter-chain couplings J1 and J2, see Fig. 1(b) and
Methods section. These inter-chain exchanges are mediated via hop-
ping through GeO4 tetrahedra. Direct calculation of the exchange
coupling by the four-state method [45] reveals that for Hamiltonian
defined in Eq. (2) inter-chain exchanges are J1 = 0.74 meV and
J2 = 1.06 meV (AFM). For intra-chain coupling we estimated both
isotropic component J = ≠1.20 meV (FM) and Kitaev exchange
K = 1.12 meV. While these results can not be considered as a “final
truth”, since they do not take into account a multiplet structure of ex-
cited states (which can be important for cobaltites [29, 46]) they point
to importance of both Kitaev interaction and inter-chain coupling. In
fact large J1 and J2 does not seem surprising, since Ge 4p orbitals
are known to be rather extended and can substantially increase this
interaction [47]. Strong inter-chain exchange implies that long-range
order is stable towards fluctuations and spin-wave theory can be used
to describe magnetic excitations, instead of spinons such as the case
of CoNb2O6 [26].

Spin-wave theory. The gapped nature of the magnetic excitation
spectrum, as shown in Fig. 4(a), implies that the isotropic Heisenberg
model is not enough to describe its properties. Moreover, the spin-
orbit entangled structure of the jeff = 1/2 pseudospin allows for
anisotropic interactions, given they obey the symmetry of the lattice.

For SrCoGe2O6, similarly to previously studied CoNb2O6 [26],
the glide symmetry of the zigzag chains and bond inversion symmetry

allows for six intra-chain nearest-neighbor couplings:

J
(m) =

A
J

xx (≠1)m
J

xy
J

xz

(≠1)m
J

xy
J

yy (≠1)m
J

yz

J
xz (≠1)m

J
yz

J
zz

B
, [1]

where m = 1, 2 corresponds to two types of bonds in the staggered
structure of the chains. The corresponding reference frame for spin
operators and two types of bonds, denoted by x and y, are shown in
the Methods section.

Moreover, DFT calculations predict two large inter-chain inter-
actions. Thus, there are eight parameters in the model even without
taking into account the anisotropy of J1 and J2. With rather limited
information on the powder INS data, the spin-wave fit of the full
model becomes extremely challenging. Therefore, it is advisable to
consider a simplified model with fewer free parameters, which can
still sufficiently fit the inelastic powder data.

We argue that the ground state and spin-wave spectrum of
SrCoGe2O6 can be described by two inter-chain exchanges and the
one-dimensional version of the extended Kitaev-Heisenberg (KH)
model for intra-chain interactions:

H = HKH +
ÿ

ÈijÍ1

J1Si · Sj +
ÿ

ÈijÍ2

J2Si · Sj , [2]

where exchanges between ions in the chain are given by
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Here ÈijÍ1,2 stand for two types of inter-chain bonds, see Fig. 1,
while {–, —, “} ={y,z,x} at the x-bond of the chain, and {z,x,y} at
the y-bond. The reasoning for this choice of the intra-chain exchange
model is the fact that the edge-sharing octahedra and staggered zigzag
chains can be viewed as a honeycomb model with one leg missing
[48], also referred to as Kitaev spin chain [22, 49–51]. Therefore, we
use a four-parameter model for Co chains as an ansatz, which obeys
the symmetries of the general Hamiltonian Eq. (1), and represents a
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Fig. 5. Determination of exchange interactions in SrCoGe2O6 from neutron scat-
tering data. (left) Fit quality ‰

2, shown as a function of the inter-chain parameters J1
and J2 [Fig. 1(b)], see text. The blue dot indicates the position of the global minimum.
(right) Constant-Q cuts through the experimental (symbols) and calculated (solid lines)
spectral functions for three representative Q values.

fully consistent with results of ab initio calculations, see Tab. 1. This
strongly supports our main findings: (i) importance of Kitaev inter-
action, which is K ≥ |J | (this is in a sense similar to famous RuCl3,
where K ≥ � [54]), and (ii) substantial inter-chain coupling.

Nevertheless, while Kitaev bond-dependent anisotropic exchange
interaction naturally appears in the shared-edge geometry [32, 33], we
would like to stress that the choice of the Kitaev-Heisenberg model as
an ansatz for SrCoGe2O6 is not unique.

Interestingly, the matrix of the Kitaev-Heisenberg model in the
local quantization axes for the best-fit parameters Eq. (7) has off-
diagonal term Jxy (the only off-diagonal term contributing linear
spin-wave spectrum) smaller than diagonal terms:

Ĵloc =

A
≠0.65 û0.13 0
û0.13 ≠0.19 ±0.63

0 ±0.63 ≠0.93

B
(meV). [8]

The fact that off-diagonal terms Jxy are smaller than diagonal
ones motivated us to study an alternative model where we neglect
small off-diagonal terms and come to an XYZ Hamiltonian in the
local coordinate systems with three independent parameters: Jxx,
Jyy , and Jzz . In this case, the direction of spins is determined, not
by anisotropic exchanges but by the distortions of the lattice and
subsequent rotation of quantization axes [29].

We have also performed spin-wave calculations for this model
and the best-fit powder spectrum provides a satisfactory agreement
with neutron scattering data, albeit still slightly worse than the Kitaev-
Heisenberg model. This fact implies that the exchange matrix for
SrCoGe2O6 is most likely close to the diagonal-only model but
off-diagonal terms Jxy are non-negligible and improve the fitting of
neutron-scattering data. Moreover, smaller splitting of CEF levels in
SrCoGe2O6, as shown in Fig. 3, compared to CoNb2O6[42], points
to proximity to the cubic limit and the relevance of Kitaev-Heisenberg
interactions in SrCoGe2O6, instead of Ising model.

In summary, we successfully synthesized powder samples of
SrCoGe2O6, and performed a detailed study of magnetic excita-
tions by the inelastic neutron scattering, which were analyzed by
a combination of ab initio and spin-wave theory calculations. These
results demonstrate substantial bond-dependent Kitaev exchange,
K/|J | = 0.96, while our heat capacity measurements revealed that
the external magnetic field of ≥ 13 T transforms a fragile antiferro-
magnetic ordering with TCW ¥ 9 K to a field-induced state widely

Table 1. Comparison of the exchanges from ab initio (GGA+U+SOC)
calculations and neutron scattering fit (LSWT).

Method J K |K/J | � �Õ J1 J2

GGA+U+SOC -1.20 1.12 0.93 - - 0.74 1.06
LSWT -0.87 0.83 0.96 0.43 -0.26 0.40 0.60

The exchanges are in units of meV.

discussed in context of Kitaev physics in other cobaltites [55–58].
Thus, our study demonstrated that pyroxenes can be considered as a
new platform for the Kitaev model and, moreover, these materials can
be made more one-dimensional changing Ge by Si with less extended
p orbitals. This can open up even more exciting perspectives for
Kitaev physics.

Sample synthesis

Polycrystalline powder of SrCoGe2O6 was prepared as a 10 g batch
from a stoichiometric mixture of SrCO3, Co3O4 and GeO2. Starting
materials were carefully homogenized by grinding for 20 minutes
under isopropanol in an agate mortar, pressed to pellets and heated
in open platinum crucibles in a chamber furnace at a temperature of
1473 K over a period of 21 days with four intermediate regrinding
until phase pure and a good crystalline sample was obtained. Phase
purity was checked by powder x-ray diffraction using a PANalytical
X’Pert Pro MPD equipped with an X’Celerator solid-state detector
(for details, see Supporting Information SI.3).

Magnetization and heat capacity

For magnetization measurements, 24.6 mg of SrCoGe2O6 were
loaded on a Quantum Design MPMS 3 magnetometer. The sam-
ple was contained in weight paper and affixed with Apiezon M grease.
Temperature-dependent magnetization data were collected under zero-
field cooling conditions and sweep mode at several fields (100 Oe
and 1, 3, 5, 7 T) from 2 K to 100 K. Companion measurements were
performed at 100 Oe and 7 T under settle between 2 K and 50 K every
1 K mode to check for temperature stability. Magnetization under a
magnetic field was collected on the same sample on a single quadrant,
with increasing field up to 7 T and at several temperatures (2, 10 and
50 K).

Heat capacity was measured using a Quantum Design Physical
Property Measurement System. The SrCoGe2O6 powder was mixed
with silver powder in equal parts by mass and pressed into a thin
pellet. The pellet was cut with a razor blade to produce a 6.08 mg
sample that was mounted using Apiezon N-grease for the heat capacity
measurement. The heat capacity of the SrCoGe2O6 sample was
determined by subtraction of the measured heat capacity data for
silver from the total.

Inelastic neutron scattering

INS measurements were performed with the use of the Cold Neu-
tron Chopper Spectrometer CNCS [59, 60] and the Fine Resolution
Chopper Spectrometer SEQUOIA [61] at the Spallation Neutron
Source (SNS) at Oak Ridge National Laboratory. A powder sample
of SrCoGe2O6 was loaded in an aluminum can for the measurements
and a standard orange cryostat was used to cover the temperature re-
gion from 1.7 K to 100 K at CNCS, and bottom-loading closed cycle
refrigerator (T = 5.5 K) at SEQUOIA. Data were collected using
fixed incident neutron energies of 250, 150, 100, and 30 meV for SE-
QUOIA, and 5.0 meV for CNCS. In these configurations, a full width
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fully consistent with results of ab initio calculations, see Tab. 1. This
strongly supports our main findings: (i) importance of Kitaev inter-
action, which is K ≥ |J | (this is in a sense similar to famous RuCl3,
where K ≥ � [54]), and (ii) substantial inter-chain coupling.

Nevertheless, while Kitaev bond-dependent anisotropic exchange
interaction naturally appears in the shared-edge geometry [32, 33], we
would like to stress that the choice of the Kitaev-Heisenberg model as
an ansatz for SrCoGe2O6 is not unique.

Interestingly, the matrix of the Kitaev-Heisenberg model in the
local quantization axes for the best-fit parameters Eq. (7) has off-
diagonal term Jxy (the only off-diagonal term contributing linear
spin-wave spectrum) smaller than diagonal terms:

Ĵloc =

A
≠0.65 û0.13 0
û0.13 ≠0.19 ±0.63

0 ±0.63 ≠0.93

B
(meV). [8]

The fact that off-diagonal terms Jxy are smaller than diagonal
ones motivated us to study an alternative model where we neglect
small off-diagonal terms and come to an XYZ Hamiltonian in the
local coordinate systems with three independent parameters: Jxx,
Jyy , and Jzz . In this case, the direction of spins is determined, not
by anisotropic exchanges but by the distortions of the lattice and
subsequent rotation of quantization axes [29].

We have also performed spin-wave calculations for this model
and the best-fit powder spectrum provides a satisfactory agreement
with neutron scattering data, albeit still slightly worse than the Kitaev-
Heisenberg model. This fact implies that the exchange matrix for
SrCoGe2O6 is most likely close to the diagonal-only model but
off-diagonal terms Jxy are non-negligible and improve the fitting of
neutron-scattering data. Moreover, smaller splitting of CEF levels in
SrCoGe2O6, as shown in Fig. 3, compared to CoNb2O6[42], points
to proximity to the cubic limit and the relevance of Kitaev-Heisenberg
interactions in SrCoGe2O6, instead of Ising model.

In summary, we successfully synthesized powder samples of
SrCoGe2O6, and performed a detailed study of magnetic excita-
tions by the inelastic neutron scattering, which were analyzed by
a combination of ab initio and spin-wave theory calculations. These
results demonstrate substantial bond-dependent Kitaev exchange,
K/|J | = 0.96, while our heat capacity measurements revealed that
the external magnetic field of ≥ 13 T transforms a fragile antiferro-
magnetic ordering with TCW ¥ 9 K to a field-induced state widely

Table 1. Comparison of the exchanges from ab initio (GGA+U+SOC)
calculations and neutron scattering fit (LSWT).

Method J K |K/J | � �Õ J1 J2

GGA+U+SOC -1.20 1.12 0.93 - - 0.74 1.06
LSWT -0.87 0.83 0.96 0.43 -0.26 0.40 0.60

The exchanges are in units of meV.

discussed in context of Kitaev physics in other cobaltites [55–58].
Thus, our study demonstrated that pyroxenes can be considered as a
new platform for the Kitaev model and, moreover, these materials can
be made more one-dimensional changing Ge by Si with less extended
p orbitals. This can open up even more exciting perspectives for
Kitaev physics.

Sample synthesis

Polycrystalline powder of SrCoGe2O6 was prepared as a 10 g batch
from a stoichiometric mixture of SrCO3, Co3O4 and GeO2. Starting
materials were carefully homogenized by grinding for 20 minutes
under isopropanol in an agate mortar, pressed to pellets and heated
in open platinum crucibles in a chamber furnace at a temperature of
1473 K over a period of 21 days with four intermediate regrinding
until phase pure and a good crystalline sample was obtained. Phase
purity was checked by powder x-ray diffraction using a PANalytical
X’Pert Pro MPD equipped with an X’Celerator solid-state detector
(for details, see Supporting Information SI.3).

Magnetization and heat capacity

For magnetization measurements, 24.6 mg of SrCoGe2O6 were
loaded on a Quantum Design MPMS 3 magnetometer. The sam-
ple was contained in weight paper and affixed with Apiezon M grease.
Temperature-dependent magnetization data were collected under zero-
field cooling conditions and sweep mode at several fields (100 Oe
and 1, 3, 5, 7 T) from 2 K to 100 K. Companion measurements were
performed at 100 Oe and 7 T under settle between 2 K and 50 K every
1 K mode to check for temperature stability. Magnetization under a
magnetic field was collected on the same sample on a single quadrant,
with increasing field up to 7 T and at several temperatures (2, 10 and
50 K).

Heat capacity was measured using a Quantum Design Physical
Property Measurement System. The SrCoGe2O6 powder was mixed
with silver powder in equal parts by mass and pressed into a thin
pellet. The pellet was cut with a razor blade to produce a 6.08 mg
sample that was mounted using Apiezon N-grease for the heat capacity
measurement. The heat capacity of the SrCoGe2O6 sample was
determined by subtraction of the measured heat capacity data for
silver from the total.

Inelastic neutron scattering

INS measurements were performed with the use of the Cold Neu-
tron Chopper Spectrometer CNCS [59, 60] and the Fine Resolution
Chopper Spectrometer SEQUOIA [61] at the Spallation Neutron
Source (SNS) at Oak Ridge National Laboratory. A powder sample
of SrCoGe2O6 was loaded in an aluminum can for the measurements
and a standard orange cryostat was used to cover the temperature re-
gion from 1.7 K to 100 K at CNCS, and bottom-loading closed cycle
refrigerator (T = 5.5 K) at SEQUOIA. Data were collected using
fixed incident neutron energies of 250, 150, 100, and 30 meV for SE-
QUOIA, and 5.0 meV for CNCS. In these configurations, a full width
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What about ACoSi2O6?
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Take-home messages

E
• Mott-Hubbard transition is affected by 

spin-orbit coupling  
   (  is typically decreased)Uc

• Spin-orbit coupling strongly 
affects the Jahn-Teller effect 

   (result depends on elec. number)

• There can hidden (magnetic) orders in 
spin-orbit materials

δJT

λ

d1 δJT

λ /JH

d3
δJT

λ

δJT

λ /JH

λc

d4

• Kitaev materials:  
   Iridates/ruthenates: Kitaev can be large; Field-dependence?

Cobaltites no solid evidence for Kitaev physics yet
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